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FOREWORD

The need for organizing the ICIDES sequence of conferences arose in my mind almost a
decade ago while noticing that there were no established forums for the exchange of conceptual
ideas in the general field of inverse, semi-inverse, and direct design and optimization in
engineering sciences. There were neither specialized technical journals nor textbooks available in
this highly interdisciplinary field that rapidly grew with the availability of faster and larger
computing machines. Consequently, there were no technical courses in engineering programs that
would cover these design methodologies. The situation is starting to change, though, as a response
to increased interest on the part of industry which feels the pressure from the competitive global
market. ICIDES was envisioned as an open forum for experts and users alike to present their
methodologies and discuss their concepts.

The ICIDES sequence has experienced a steady growth in attendance, the number of
publications, and the international character of its audience, while maintaining high standards.

Locations Dates Papers Countries Sponsors
ICIDES-1  Univ. of Texas at Austin  Oct. 17-18, 1984 31 9 UT-Austin
ICIDES-Il  Penn State University Oct. 24-26, 1987 32 9 NSF.,ONR.PSU
ICIDES-III  Washington, D.C. Oct. 23-25, 1991 48 15 NSF,ONR NASA,PSU

Each contributed technical paper was reviewed by two colleagues without revealing to them
the identities of the authors. Although unusual, this process has stimulated more substantial and
constructive comments from the reviewers and has contributed to the improvements in the quality
of the accepted technical papers. Invited lectures at ICIDES-III form a unique collection of survey
articles that present a status report on the present state of the art worldwide.

ICIDES-III would not have been possible without financial support from NASA
Headquarters (Ms. Pamela Richardson and Mr. Louis Williams), ONR-Mechanics Division (Dr.
Philip Abraham and Dr. Spiridon Lekoudis), and NSF-Communications and Computational
Systems Program (Dr. George Lea). I would also like to thank my student assistants, Mr. Branko
Kosovic and Mr. Scott Sheffer for their help with the word processing of the conference
announcements. Finally, I would like to thank the authors and reviewers of the technical papers
and to the invited lecturers who contributed to the success of the ICIDES-III.

University Park, PA George S. Dulikravich
September 1991
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SUMMARY e

A survey 1s given of aerodynamic design activities in The Netherlands, which
take place mainly at Fokker, NLR and Delft University of Technology (TUD). The
survey concentrates on the development of the Fokker 100 wing, glider design at
TUD and research at NLR in the field of aerodynamic design. Results are shown
to illustrate these activities.

1. INTRODUCTION

In the Netherlands, activities in the field of aerodynamic design take place at
the aircraft factory Fokker, the aeronautical research institute NLR and the
Technical University of Delft.

A well known product of these activities is the civil transport aircraft Fokker
100 (See fig.1l.1). But no less successful is the ASW-24 glider designed by
Boermans at the Low Speed Laboratory of TUD in collaboration with Alexander
Segelflugzeugbau in Germany( See Fig.1.2 ).

Very often, new aircrafts result ftom modifying existing aircraft, aiming at
e.g. improvement of performance, adaption to changed market requirements or
improvement of economics in view of operating environment. In that way, the
Fokker 100 has been derived from the Fokker F28 ( see Fig.1.3 ) by means of
sometimes drastic modifications. Also, the gliders designed at Delft are the
result of continuous attempts to reach the limits of sailplane performance.

These developments would not have been possible without the help of computation-
al tools which play an essential role in both the actual design process and the
analysis of wind tunnel measurements and also at the interpretation of flight
test data.

The present paper deals with the main aerodynamic design objectives pursued at
the development of the transport aircraft Fokker 100 and the glider ASW-24 and
the process followed to attain them. In conclusion, special attention will be
paid to research activities at NLR in the field of computat:ional fluid dynamics
in support of design developments.

2.THE FOKKER 100.

The Fokker 100 design will be illustrated by considering two of the main design
problems solved during development. A more complete and detailed account can be
found in Refs. 1 and 2.

The Fokker 100 wing has been derived from the F-28 wing, which is determined by
four wing sections connected with straight generators. The main objective for
a new wing design was improvement of the Mach drag rise characteristics. The F-
28 was originally designed for a lift coefficient of C;=0.2 whereas the new
design requirements lead to a C;=0.4 to 0.5 at which condition the transonic
drag increase of the F-28 wing is not negligible.

|
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Table I presents a survey of the most important modifications that have been 1
implemented successively, thus defining a number of new wing shapes which have
been analyzed by means of both computations and wind tunnel measurements.

The modifications applied to wing sections I and II in wing 4 resulted from a
computational study with the help of a viscous transonic flow code, which
predicted a significant improvement of the Mach drag rise characteristics as a
consequence of these modifications ( See Fig.2.l). This was fully confirmed by
means of wind tunnel measurements, though it appeared necessary to improve the
stalling characteristics of the outer wing.

Computational analysis led to the conclusion that the Mach drag rise character-
istics could be improved by a further modification of section I. Moreover, by
modifying section IV improvement of the outer wing stall behaviour was expected.
Test results for the thus defined wings 5 and 6 are presented in Fig.2.2
indicating a further improvement when compared with wings 3 and 4.

As a preliminary final step wing 8 was defined, combining a rearward chord
extension with rear camber. This modification led to a second improvement of the
drag rise characteristics as illustrated by Fig.2.3 for section II.

At that time, however, it appeared necessary to adapt the design goals to market
requirements in terms of an increase of take-off weight. This led to the
definition of wing 10, which happened to exhibit a rather large drag rise at low
lift coefficients cruising conditions. Subsequent reduction 1led to the
definition of wing 11 (See Fig.2.4).

Modification of the lower leading edge of sections II and IV resulted in wing
11. The effect of this modification is shown in Figs. 2.4 and 2.5. And, finally,
modification of section II leading to the definition of wing 12 took care of the
design requirement with respect to the stalling behaviour.

In conclusion, a survey of the main modifications applied to the original F-28
wing is given by means of Fig.2.6 where a comparison is made between the
definitive wing planform for the Fokker 100 and the F-28 wing planform and where
also the basic wing sections are compared. This figure shows that a large part
of the original F-28 wing has still been retained. The main differences are the
span extension and leading as well as trailing edge modifications. However, as
has been verified by means of wind tunnel measurements these modifications were
sufficient for attaining amongst other things the design goals with respect tc
high- and low speed drag, buffet onset boundary and stalling behaviour.
Another important design problem was the improvement of the stub wing with
respect to its drag characteristics. At the new cruising conditions the flow
around the original F-28 stub wing contained regions with supersonic velocities,
thus leading to undesirable wave drag. It appeared to be possible to reshape the
stub wing such that the flow remained subcritical over the entire range of
cruise lift coefficients.

Finally, some attention may be paid to the computer codes used during the design
process. A major role has been played by two transonic flow analysis codes i.e.
the 3D code XFLO-22 and a 2D viscous transonic flow code by means of which the
effect of the various wing modifications was predicted. The wing modifications
were based on earlier wing design computations, preceding the actual Fokker 100
wing design, by means of the constrained inverse code for the design of wings
with a given pressure distribution in subsonic flow of Ref.3. More recently this
L code has been extended for application to supercritical flow conditions (Ref.4). J
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Hhe wing design system is based on an inverse method of the residual correction 1
type, combining a direct flow solver for transonic flow with simple geometric
correction rules. In order to fulfil requirements from the structural
engineer’'s point of view, geometric constraints are taken into account.

The transonic wing-body code XFL0O-22 (Ref.6) is an extension of the non-
conservative finite difference wing code FLO-22 (Ref.5) of Jameson and Caughey
modified to simulate fuselage cross-flow effects. This simulation is achieved
by replacing the boundary condition of zero normal velocity in the plane of
symmetry in the original code by a condition of prescribed non-zero normal
velocity, the latter being computed by means of the NLR panel method (Ref.7,8).
By means of post-processing viscous effects may then be estimated using the 3-D
laminar/turbulent boundary layer code BOLA (Ref.9).

An example of the usefulness of XFLO-22 is given in Fig.2.7 where a comparison
is made between calculated and measured (wind tunnel and flight test) pressure
distributions for two wing stations. It may be noted that a surprisingly good
correlation is shown. Presumably the applied condition of taking the trailing
edge flow tangential to the lower wing surface, when using a grid of 160 (chord)
x 32 (span) x 28 (normal) points, compensates for the absence of viscous
effects. The same kind of correlation is demonstrated in Fig. 2.8 where a
comparison is made between measured and predicted buffet onset boundaries.

For the design problem associated with the stub wing with its strong interaction
with the fuselage and the engine nacelle a design code was not available. The
problem was solved by combining results of the 2D analogue of the wing design
code with 3D panel method calculations ( Ref.7). The success of this approach
may be illustrated by means of Fig.2.9 where a comparison is made between
calculated and measured stub wing pressures.

3.THE SAILPLANE ASW-24

The ASW-24 1is a Standard Class Sailplane built by Alexander Schleicher
Flugzeugbau in Germany. The aerodynamic design of this glider was performed in
close cooperation between the manufacturer and the Low Speed Laboratory (LSL)
of Delft University of Technology (TUD). Detailed account of aerodynamic as well
as structural design is given in Ref.10.

When designing a glider, the main objectives are maximizing the glide ratio at
the higher flight speeds and minimizing the rate of sink at the lower flight
speeds. The higher flight speeds are applied when flying from one thermal to
another, and the lower flight speeds are used when climbing in a thermal.

A typical glider flight performance polar is shown in Fig.3.1 for the ASW-24.
It results from flight test measurements and computational analysis with respect
to its component parts. From this figure it appears that the wing contributes
considerably to the drag, at higher flight speeds especially in consequence of
the profile drag. Accordingly, the history of glider design shows a continuous
search for low drag wing profiles, mainly by attempting to maximize the laminar
flow region on the airfoils.

When designing airfoils for laminar flow with a view to practical application
the key problem is to avoid the appearance of laminar separation bubbles. These
bubbles cause pressure drag and have a detrimental effect on the subsequent
turbulent boundary layer such that a considerable drag increase results. Thus,
the design should be such that transition to turbulent flow occurs before the J
laminar flow will separate.
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Eﬁere are a few alternatives to solve this problem. One of these is Wortmann's
destabilizing region concept, the other is the application of some tripping
device in order to provoke transition to turbulent flow.

When following the destabilizing region concept the airfoil is shaped such that
in the region where laminar separation is expected to occur, a slightly adverse
pressure gradient is induced. This adverse gradient destabilizes the laminar
boundary layer causing transition and thus avoiding flow separation. Application
of a tripping device amounts to disturbing the boundary layer by means of
artificial roughness on the airfoil surface or by means of blowing.

Both alternatives have been used at the design of the airfoil DUB4-158 applied
in the ASW-24. The destabilizing region concept has been applied at the upper
surface and a tripping device in the form of a so-called "zig-zag tape"” has been
applied at 77% chord position at the lower surface. The measured pressure
distribution of Fig.3.2. shows a laminar separation bubble on the lower surface
at about 85% chord and its removal due to application of the zig-zag tape.
Transition to turbulent flow on the upper surface is triggered by the adverse
gradient at about 59% chord.

The effectiveness of the zig-zag tape is also shown in Fig.3.3 where measured
aerodynamic characteristics are given both for the clean airfoil and the taped
airfoil. The maximum lift is hardly influenced by the roughness, the stalling
behaviour is gentle and the drag reduction is considerable.

As is shown in Fig.3.1, at low speed climbing conditions, more than 50% of the
total drag is due to induced drag. So, it will be clear that reduction of
induced drag will be another major goal when designing sailplanes; wing planform
and aspect ratio being the main parameters when optimizing for induced drag at
a given wing loading.

In the present case the wing planform has been chosen with the help of numerical
optimization studies based on lifting line theory with taper ratio and spanwise
position of taper ratio change as design variables. The aspect ratio has been
chosen in combination with the wing loading on the basis of cross country speed
optimization studies, for details of which the reader is referred to ref.10.

A third aspect of wing design that may be considered here, is the effect of wing
fuselage interaction. Applying the panel method of Ref.7 with the panel schema-
tization of Fig.3.4 the pressure distribution on the wing-fuselage combination
has been studied. Fig.3.5 shows the pressure distribution in a few wing sections
for two different angles of attack.

The typical modern glider fuselage has been designed such that the forebody fits
into the streamlines of the wing at higher lift coefficients in order to avoid
the occurrence of high suction peaks in sections near the fuselage ( Fig.3.5a).
This has, however, as a consequence that at high speed conditions (lower lift
coefficient) the cross flow effect 'is increased (Fig.3.5b), which causes the
wing sections close to the fuselage to operate in non- optimal conditions. To
improve the flow conditions at the junction of the ASW-24, a small fairing with
7% chord extension has been applied where the wing is lofted towards a wing root
airfoil suitable for turbulent flow conditions. Nevertheless, improvement of the
wing fuselage junction is still the subject of continuing study.

In the past decades considerable progress in glider design has been made. This
may be illustrated by means of Fig.3.6, where the flight performance polar for
the present design is shown in comparison with that of two predecessors. The
difference in performance is a consequence of the improvement of the aerodynamic
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I;haracteristics as illustrated by Fig.3.7 which is mainly due to the wing
profiles that have been applied.

In conclusion these profiles may be compared by means of Figs.3.8a,b,c , where
calculated inviscid pressure distributions are shown. From these pressure
distributions a rough estimate of the laminar flow region can be made, clearly
showing the backward displacement of the transition point resulting in a
decrease of the drag.

The DU84-158 airfoil has been designed with the help of the LSL computer program
for airfoil analysis and design ( Refs.12,13). This program is based on Timman'’s
conformal mapping method for inviscid flow (Ref.l4) in combination with Thwaites
method for laminar and Green’s method for turbulent boundary layer flow and the
Van Ingen e’-method for prediction of transition (Ref.15).

4  DEVELOPMENTS AT NLR

In support of aerodynamic aircraft design NLR has a continuing research program
for the development of CFD codes both for analysis and design. Gradually, as
will have become clear from the preceding sections the tools thus developed are
incorporated in the actual design processes followed in the industry. In the
present section, some attention will be paid to capabilities that have not yet
been ( fully) utilized for practical applications. Also, further contributions
of NLR to improvement of airfoil- and wing design will be considered.

4.1 AIRFOILS

For analysis and design of airfoils in both subsonic and transonic flow taking
viscous effects into account, the MAD computer program system has been
developed. On the ICIDES conference of 1984 Slooff has given a global descrip-
tion of the system as it was available at that time ( Ref.16).

Since then the system of Ref.17 has been extended by incorporating the transonic
design method of Ref.25 in combination with the transonic analysis method of
Refs.5 and 6. The general approach followed to solve the design problem has
remained the same. It is of the residual correction type where the actual design
problem is translated into an equivalent design problem of reduced complexity,
thus enabling the application of relatively simple inverse methods and it leads
to an iterative design process as depicted in Fig.4.1.

It is assumed that the design goal 'is formulated in terms of a target pressure
distribution and that an initial guess of the airfoil shape will be given. A
direct flow solver for either subsonic or transonic viscous flow is used for the
determination of the pressure distribution on the gi 2n airfoil, and a
constrained inverse method is used to determine the possibl ' required modifica-
tion.

An example of application to a subsonic design problem is described in Refs.19
and 20. :

It concerns the improvement with respect to drag behaviour of the wing-slat
configuration of Fig.4.2. As becomes clear from Fig.4.3 it has been found in
wind tunnel measurements that the flow around this airfoil shows early boundary
layer separation on the main wing upper surface at the take-off condition lift
coefficient C; = 2.1.

With the aid of the method of Ref.18 for the determination of viscous subsonic
flow around multi-element airfoils analysis calculations were made. From this
analysis it was concluded that reduction of the drag should be attempted by

]
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educing the extent of the separation region. This implied that the adverse
pressure gradient on the wing upper surface had to be reduced.

As the basic airfoil geometry should not be altered when designing a wing-slat
configuration, the sole possibility to reduce the pressure gradient is to lower
the suction peak level on the wing nose, without however reducing the lift
coefficient at the same time.

These considerations led to specification of the target as depicted in Fig.4.4,
in terms of an equivalent potential flow pressure distribution. The main points
of interest are ‘

(i) a decreased velocity peak on the main wing upper surface aiming at a delay
of boundary layer separation,

(ii) increase of expansion around the wing nose aiming at an increase of the
slat dumping velocity,

(iii) an increase of the slat dumping velocity aiming at increase of the slat
lift contribution,

(iv) an increase of the slat lower surface pressure level aiming at increase of
the slat lift and decrease of the slat drag.

Application of the design process depicted in Fig.4.1. led to the result
depicted in Fig.4.5. The most striking geometry modification is the blunt nose
of the main wing resulting in a rather thin slat trailing edge. Application of
the viscous flow analysis method of Ref.18 to the new geometry produced the
pressure distribution shown in Fig.4.6 in comparison with that on the original
configuration.

Clearly two of the design goals have been attained according two these
calculations. The suction peak on the main wing has been reduced and the dumping
velocity on the slat has been increased. Hardly visible is a slightly rearward
shift of the boundary layer separation point on the wing upper surface (it
amounts to about 2% of the local chord) and the pressure level at the slat lower
side has decreased instead of increased.

However, as the analysis method has not been developed for the treatment of
separated flow regions, the quantitative value of these results is questionable.
Moreover the results for the slat lower surface, modelled as shown in Fig.4.1
to simulate the existence of the separation bubble, are of course less reliable.
Therefore it was concluded that the results were sufficiently encouraging in
order to test the new slat geometry in the wind tunnel.

The measured C,;-a curves for both the -original and new configuration are
compared in Fig.4.7. Apparently C;_ has been retained and the increase of the
C,-a slope indicates reduced viscous losses. This is confirmed by the C;-C4
curves shown in Fig.4.8 which also shows that at the present design condition
(C, = 2.1 ) a drag reduction of more than 30 % has been realized.

Another example of application of the MAD system will be presented in Ref.2l.
It concerns the design of a medium speed laminar flow airfoil. As a first step
in the design process a target pressure distribution was specified. Here the
goal was to choose a pressure distribution such that at the upper side the
boundary layer would remain laminar over at least 60% of the chord.

The pressure distribution prescribed as target for the upper side of the airfoil
is shown in Fig.4.9 together with calculated Re, ( Reynolds number based on
momentum loss thickness). Re, represents the Tollmien-Schlichting stability

criterium and Re, is the transition criterium according to Granville. The
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Ealculations predict instability of the boundary layer for x/c > .14, but a
reasonable margin with respect to transition to turbulent flow is left until
x/c=.6. As a result of applying the MAD system, an airfoil was obtained which
produces the desired pressure distribution perfectly, as is shown in Fig.4.10.

From this example where, in connection with the laminar flow, special attention
had to be paid to the nose shape, it has been learned once again, that care has
to be given to the leading and trailing edge regions ( adaptation of the target
without adapting the design goals) in order to obtain convergence and in order
to produce realistic airfoil shapes.

Notwithstanding these difficulties the design was successful as may be
illustrated by means of Figs.4.11 and 4.12, where a comparison is made between
pressure distributions and C;-Cj curves as measured in the wind tunnel and as
calculated by means of VGK, a 2D viscous transonic airfoil code (Ref.23,24),
which is an extension of the semi-conservative finite difference method of
Garabedian and Korn for inviscid transonic flow, weakly coupled with a boundary
layer code based on Thwaites method for laminar and Green’s lag-entrainment
method for turbulent flow.

To conclude this subsection an application to wind turbine design may be
considered ( Ref.22). The objective was to design an airfoil with an increased
maximum lift over drag ratio. Starting point was a blade based on the NACA 4421
airfoil of which the stall behaviour was considered appropriate for control by
stall. Thus the airfoil design had to be done under the side condition that the
stall behaviour should remain approximately the same. Moreover, from structural
point of view, the thickness over chord ratio had to be at least 0.2.

An existing airfoil which could have been considered for application is the
Wortmann FX 84-W-218 airfoil because of its favourable lift over drag ratio. It
has, however, an unacceptable stall behaviour. Therefore it was concluded that
an airfoil should be designed combining the advantages of both the NACA 4421 and
the Wortmann airfoils.

Using CADOS (see section 4.3), a NACA 4421 pressure distribution has been
modified in order to specify a target pressure distribution for the MAD system
( see Fig.4.13). The target pressure distribution should lead to a flow with a
laminar boundary layer in a larger region than at the NACA 4421 airfoil. On the
other hand the target laminar flow region is smaller than at the Wortmann
airfoil in order to avoid rash stall behaviour.

Application of the MAD system led to the NLR/VSH 8801 airfoil. This airfoil
produces the desired pressure distribution as is shown in Fig.4.14. The geometry
of the new airfoil is compared with those of the NACA airfoil and the Wortmann
airfoil in Fig.4.15. A comparison of the aerodynamic characteristics is made in
Fig. 4.16 which presents the calculated 1ift and moment coefficient as function
of the angle of attack and in Fig.4.17 which presents the C,-Cy curves.

The new airfoil has a somewhat larger lift coefficient than the NACA airfoil.
The stall behaviour of both airfoils is approximately the same. For stall
controlled wind turbines a lift curve such as that of the Wortmann airfoil with
hardly any variation near stall is not useful. The maximum lift over drag ratio
of the new airfoil is higher than those of the other airfoils. From these
results it has been concluded that the design goal i.e. combination of the
advantages of both reference airfoils has been met.
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F.Z WINGS

Since the thin wing inverse panel method for design of wings in subsonic flow
became available at NIR in 1974, further developments have gradually increased
NLR’s capabilities for wing design. To start with, the inverse method was
incorporated in the design system (Ref.3) for wings in subsonic flow, using the
inverse method for the determination of geometry corrections and the NLR panel
method (Ref.7) for analysis of the modified wings. Subsequently, this system was
extended for application to transonic flow using the XFLO-22 code of Ref.6 for
analysis and applying a 3D analogue of the defect pressure splitting technique
of Refs.25,26 for adaptation of the geometry correction procedure to transonic
flow (Ref.27).

The practical applicability of the latter transonic wing design system may be
demonstrated by means of a reconstruction example presented in Figs.4.18,4.19.
Starting point is the well-known DFVLR-F4 wing for the present purpose attached
to a simple cylindrical body. The target pressure distribution represented by
the dashed line in Fig.4.19a is the pressure distribution as obtained by
applying XFLO-22 to the original F4/body geometry of Fig.4.18. An "initial
guess" of the geometry which is required at the start of the design process has
been obtained by distorting the original geometry. The pressure distribution
represented by the lines marked a is produced by this distorted configuration.

Application of the wing design system resulted after 6 iterations in the
geometry shown in Fig.4.19b in comparison with the original F4 wing geometry (
target). The corresponding pressure distribution is represented by the lines
marked b in Fig.4.19a. The target pressure distribution is reproduced near the
tip. In the other sections some deviations are still present, especially in the
shock region. But the overall agreement between final- and target pressure
distribution is satisfactory.

Fig.4.20 presents a functional breakdown of the algorithm. It follows the
residual correction approach in which the basic idea is to apply a simple fast
geometry correction procedure for determining estimates of the geometry to be
designed and an accurate method for analysis of the flow around the current
geometry. ’

In the present version of the design system flow analysis is performed by means
of XFLO-22 (Ref.6), a program system based on a combination of Jameson’s code
FLO-22 (Ref.5) and the NLR panel method (Ref.7). With the aid of the latter
method it has been attempted to remove the limitation of FLO-22 to wing-alone
configurations. The usefulness of this method for engineering purposes has been
demonstrated and validated by comparison with results of wind tunnel tests for
a number of wing-body configurations ( see Ref.6).

However, it was felt necessary to improve the accuracy of the design system by
improving the accuracy of the analysis method , at the same time removing the
limitation to wing-alone in a more fundamental way. Therefore, it was decided
to develop a new code for transonic flow analysis. This Multi-component Aircrafc
Transonic Inviscid Computatior System ( MATRICS ) is based on full potential

theory applying discretizati- .s according to the finite volume concept

(Refs.28,29). It is applicable to wing-body configurations.

The next step in the development of a new analysis code will be the coupling of
MATRICS to a boundary layer calculation method in a ( strong ) interactive way.
The subsequent incorporation of that code in the wing design system will be one
of the steps towards the development of a system (WINGDES) for the design of
wings in viscous transonic flow.

J
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he geometry correction procedure, for which a functional breakdown is given in

Fig.4.21, consists of two major steps. From the pressure defect i.e. cthe
difference between the target and the current pressure distribution, an
equivalent subsonic perturbation velocity distribution is derived using the
splitting technique of Ref.25, whereupon by means of an inverse panel method
geometry corrections are determined.

The pressure splitting technique applied to the pressure distribution in a wing
section distinguishes between regions with a subsonic and regions with a
supersonic flow behaviour. To this end a "critical" pressure coefficient is
defined and the assumption is made that subsonic theory should be applied in
regions where both target and current pressure distribution are "subecritical"
and supersonic theory if both pressure distributions are "supercritical".

(see Fig.4.22). Application of subsonic thin wing theory then translates the
subsonic pressure defect into subsonic perturbation velocities. Application of
supersonic wavy wall formulae leads to translation of the supersonic pressure
defect into geometric slope corrections which however, for the sake of
similarity in representation, are expressed in equivalent subsonic perturbation
velocities by means of thin airfoil analysis.

Some details of the constrained inverse panel method which is applied for the
derivation of the geometry corrections from the equivalent perturbation
velocities, are given in Fig.4.23. It is essentially a linearized panel method
which utilizes on the mean wing plane a distribution of x-doublets for
representation of thickness effects and a distribution of vorticity for
representation of camber effects and on the body surface constant source panels.
Geometry constraints may be applied in the form of prescribed values of
thickness and/or camber weighted in order to create a desired balance. The
associated over-determined system of equations is solved in a least square error
sense. By adding the squares of the residuals associated with the pressure
defects and the constraints, each multiplied with their specified weight factors
a functional is formed, from which by formal differentiation a new set of
equations is derived that is solved by a block iteration procedure.

The geometry correction procedure thus described is very fast as a consequence
of which the computing time needed for one iteration step is only slightly more
than for one analysis run, however in the leading edge region the thin wing
approximation to the real flow is not applicable and leads to difficulties when
leading edge modifications are pursued.

4 3 . TARGET PRESSURE DISTRIBUTIONS

Many design methods, amongst them the residual correction methods of NLR, are
based on minimization of an object function formulated in terms of prescribed
(target) pressure distributions. This leaves the user with the problem to
translate his design goals in properly defined pressure distributions exhibiting
the required aerodynamic characteristics.

Though skilful designers are capable of producing successful designs, as has
been demonstrated in sections 2 and 3, the design efficiency can be improved by
providing the designer with tools for target pressure specification. To this end
two codes have been developed. SAMID (Ref.30) may be used for the selection of
spanload distributions leading to minimum induced and viscous drag taking into
account aerodynamic, flight-mechanical and structural constraints. CADOS
(Ref.31) may be used for selection of appropriate chordwise pressure distribu-
tions. The latter code is an interactive optimization system for the solution
of minimization (or maximization) problems defined by the user with respect to
its object function, design variables and constraints.

J
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EAMID is based on lifting line approximations using the conservation laws of 1
momentum for determination of the induced drag. The viscous drag is approximated
for given airfoil characteristics by deriving expressions for the sectional
viscous drag in terms of the section 1lift coefficient using semi-empirical
relations and thin airfoil theory. Through wvariational calculus a set of
optimality equations 1is derived from the object function augmented with
constraint terms wusing Lagrange multipliers. Application of appropriate
discretization then leads to a system of linear equations for trailing edge
vortex sheet strengths and Lagrange multipliers.

Propeller slipstream interaction with the lifting surfaces may be considered as
well as long as it may be assumed that each propeller sheds a helical vortex
sheet not influenced by the presence of the wing and confined to a cylindrical
stream tube parallel to the free stream direction. The velocity distribution
inside the slipstream is assumed to be known. As an example of such an
application the results of Fig.4.25 are presented. This figure shows the optimal
spanwise circulation distribution for the propeller induced velocity distribu-
tion presented in Fig.4.24. Clearly the optimal distribution differs greatly
from the "clean wing" distribution. Application of this distribution would
restore much of the loss associated with the slipstream swirl.

Using CADOS for chordwise pressure distribution specification implies the
definition of a suitable object function and appropriate constraints reflecting
the sense in which the target should be optimal. But first of all an appropriate
pressure distribution representation should be chosen. Concentrating on
transonic flow and pioneering with application of CADOS a number of relatively
simple shape functions has been selected leading to a representation as
schematically depicted in Fig.4.26. This representation involves a limited
number of design variables in the form of coefficients and exponents.

As an example of the practical applicability of CADOS some results may be shown
of case studies using the above representation and determining drag by means of
boundary layer calculations based on Thwaites method for laminar and Green's
lag-entrainment method for turbulent flow.

The first example is a demonstration of the capability to design high lift
airfoils. The intention was to maximize lift by changing only the upper surface
pressure distribution for a fixed arbitrarily chosen lower surface pressure
distribution under the additional constraint that the flow had to remain
attached and subsonic everywhere on the airfoil.

Keeping Liebeck’s results for the so-called turbulent rooftop in mind, at the
first optimization attempt the shape function coefficients were constrained to
producing a Stratford type pressure recovery. This resulted in the rooftop
solution of Fig.4.27 comparing reasonably well with Liebeck’s solution as
presented in Ref.32. Application of CADOS with the upper surface pressure
distribution entirely free led to a solution with a slightly higher 1liftc
coefficient represented by the dashed line in Fig.4.27. To conclude this
exercise the NLR airfoil design system of Ref.17 was applied to determine the
corresponding geometries. The results are presented in Fig.4.27, showing that
the second pressure distribution leads to a somewhat gentler airfoil shape.

The second example that may be presented here concerns transonic low drag
design. At first, calculations were performed in order to check the suitability
of the shape functions for representation of realistic transonic pressure
distributions. To this end CADOS was used to determine the best fit to a
pressure distribution calculated by means of the VGK code of Ref.24 for a given j
airfoil.The result is presented in Fig.4.28 . Apparently the discrepancies are
largest in the shock region and at the nose.
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Eubsequently it was attempted to determine a new target pressure distribution
aiming at a decrease of the drag with the "best fit" as starting point. Fig.4.29
shows the result, designated "new target". According to the CADOS boundary layer
calculations this target should lead to a drag decrease of 5 counts.

Again the NIR airfoil design system was applied for determination of a new
airfoil shape, upon which VGK was used for determination of the actual pressure
distribution. The latter result is presented in Fig.4.30 in comparison with the
original pressure distribution. The discrepancies between the shape function
representation and the actual pressure distribution mentioned above may be
responsible for the fact that here only 3 counts instead of 5 counts drag
decrease is predicted. Nevertheless, the present example may be considered as
illustrating the usefulness of CADOS in transonic airfoil design.

5.CONCLUDING REMARKS

A survey has been given of contemporary practice of aerodynamic design in The
Netherlands, focusing on airfoil and wing design. It will have become clear
that the application of analysis and design codes has become common practice in
aerodynamic aircraft design procedures.

As has been mentioned before, work is in progress at NLR to extend the design
system for wings in subsonic flow for application to wings of wing-body
combinations in viscous transonic flow. A somewhat longer term development is
the extension of this system to application for multi-point wing design. This
work has been started within a BRITE/EURAM project sponsored by the European
Community and aims at the development of a method for the design of wings in
transonic flow, such that at a number of different flow conditions the wing
(without changing the geometry) will operate according to preset requirements.
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TABLE I : The Fokker 100 wing development (Ref.1)

Wing 1 : The basic F-28 wing, defined by four wing sections connected with
straight generators
Wing 3 : Wing 1 with 0.75 m span extension ( defining section V)
Wing 4 : Wing 1 modified with
forward extension of the chords of sections I,II and III
modification of the front part of sections I and II
1.5 m span extension '
Wing 5 : Wing 1 modified with
1.5 %Z chord extension and modified front part of section IV
straight leading edge at outer wing defined by section II and IV
5 % chord extension of section I
1.5 m span extension
Wing 6 : As wing 5 but with 9% chord extension of section I
Wing 8 : Wing 5 modified with rearward chord extension and rear camber
Wing 10: Wing 8 modified with
0.75 m span extension ‘
straight leading edge between section III and V leading to
kinks at sections II and III
new front part of section IV
Wing 11: Wing 10 modified with :
new lower leading edge of sections III and IV
Wing 12: Wing 11 modified with
new leading edge of section II
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Fig. 1.1 Fokker 100 prototype - ref. 4
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Fig. 1.2  ASW-24. ref. 11

Fig. 1.3 Fokker F-28
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ABSTRACT

In the present paper, an overview of the aerodynamic aircraft-design methods and their
recent applications in Japan is presented. One of the design codes which was developed at the
National Aerospace Laboratory (NAL) and widely used now is mainly discussed, and hence,
most of the application examples are the results of the collaborative works between heavy
industries and National Aerospace Laboratory. Wide variety of applications in transonic to
supersonic flow regimes are presented. Although design of aircraft elements for external flows
are the main focus, some of the internal flow applications are also presented. Recent applications
of the design code using the Navier-Stokes and Euler equations in the analysis mode include the
design of HOPE(space vehicle) and USB(upper surface blowing) aircraft configurations.

INTRODUCTION

With the advent of supercomputers having fast processors and large memories,
CFD(computational Fluid Dynamics) is progressing at incredible speed. Three-dimensional
Navier-Stokes simulations, which were very rare ten years ago even for relatively simple body
configurations are now common at any conference on fluid dynamics[1,2,3]. Flow field
simulations over complex body configuration are not difficult task once the geometry data is
given. We can learn a lot of flow physics from the simulated results that may be helpful for re-
designing the body configuration. Although such simulated results give us a lot of information
about the flow field, they would not tell us how to modify the body configuration for the better
design. One way to do it may be a trial-and-error type approach where conducting a large
number of simulations is necessary, which is still not feasible even with advanced
supercomputers. So-called design programs for determining the optimum geometry may be as
useful as analysis programs simulating the given flow fields.

There has been a strong effort to develop both airfoil and wing design methods for many
years. Unfortunately, the progress is not as remarkable as analysis methods.This is true in Japan
as well as in the United States. CFD technology has been remarkably improved last several years,
but on the other hand, no much progress was made for the design methods and code
development. Only oné remarkable progress in Japan was the design method developed by
Takanashi at National Aerospace Laboratory in 1984. His method is "iterative correction method”

|_ based on the perturbation equations of potential flows. In this method, the geometry correction is J
made iteratively to reduce the difference between the target pressure distributions and the
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[— pressure distributions that is obtained by an analysis code. One of the advantages of this code is —l

]

that any analysis code can be incorporated because analysis code is sort of black box for the
geometry correction method. Analysis codes are not necessarily restricted to the potential codes.
Even the Navier-Stokes codes can be used although the convergence is not guaranteed. Because
of the flexibility and robustness of the code, it has been used for wide variety of applications.
Now, most of the aircraft industries in Japan use this computer code and applied it to the practical
problems.

In the present paper, Takanashi's design method and its applications are presented. Since
this is a paper giving an overview of the Japanese activity, only the conceptual explanation is
given about the method itself, and the focus is mainly laid on the demonstration of the
applications to a wide variety of the flow fields.

DESIGN METHODOLOGY

Background

There are several approaches for the design problems. One way may be the numerical
optimization using an analysis code. Wing design method was proposed by Hicks in 1976[4],
and the research has been extensively conducted since then. In this optimization technique, a
wing section with, for instance, minimal total drag under some constraints such as a specified lift
and maximum thickness is sought by using the analysis code and the optimization code
iteratively. Recently, Jameson[5] proposed an efficient method using a control theory. There
exists so-called "inverse method" of wing design in which wing geometry is determined to realize
the specified pressure distributions. This type of approach was used for wing design by
Henne[6] and for wing-fuselage design by Shankar[7] for example. The approach used by
Takanashi may be different from either of the approaches above. This is an iterative residual
correction method similar to the works by Barger and Brooks[8], Davis[9], and McFadden[10]
for the two-dimensional problems. The advantage of this approach is that only minimum effort in
developing the geometry correction code is needed to decrease the pressure residual, while an
analysis code is retained in its original form. In the next section, the formulation is briefly
described.

Formulation of Inverse Problem and Iterative Procedure

Only a concept of the design method that was developed by Takanashi in 1984 is briefly
described. More details can be found in his original and the following papers[11,12,13].

First, inverse problem is defined. Here the nonlinear full potential equations are taken as
basic equations, and in the formulation process, small perturbations are assumed. Thus, the
applicability is restricted to the flow field without shock waves or with weak shock waves. After
some manipulations, integral equations that relate the geometry change and the surface pressure
change are formulated. Iterative design procedure is formulated using the integral equations
obtained above. Body (wing, wing-body complete aircraft etc.) surface is paneled into segments
and the integral equations are discretized and numerically solved to find the necessary amount of
geometry modification once the difference of required and calculated pressure difference is
defined. Since we have the target pressure distributions which is required, we can define the
difference using some analysis code.

The iteration process can be defined as follows. First, we assume initial body geometry,
then calculate the surface pressure distributions using some analysis codes. Since we know the
require pressure distributions, we can calculate the difference between the required an calculated

]
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l—pressurc distributions by a simple subtraction. Second, necessary body geometry change can be —\

calculated using the integral equations which are discretized. Improved body geometry is now

defined and the analysis code is once again used to calculate the pressure distribution in the
second approximation. The jiteration process 18 schematically shown in Fig. 1. One significant
feature of this method is that analysis code is sort of "black box" and any type of analysis
methods can be used. The Euler, Navier-Stokes, even the experimental measured data can be
used to supply the pressure distribution data. They may be used so far as there occur no swong
shock waves and the difference between the target and calculated pressure distributions is not
large. Although there is no guarantee for the convergence in the case of some analysis code such
as Euler and Navier-Stokes codes where perturbation between the geometry and surface pressure
may not be uniquely defined because of the strong nonlinearity, many examples shown below

indicate that the applicability of the present method is much wider than the theoretical predicton.

APPLICATION EXAMPLES

Transonic Wing Design

In Takanashi's original paper{11], applications to a couple of transonic wing design
problems were presented. One of them is shown here. Figure 2 shows the original geometry data
and the computed pressure distributions (dotted data). Also plotted is the target (specified)
pressure distributions (solid lines). The freestream Mach number is 0.74 and the wing planform
was fixed with 9.92 aspect ratio, 18.4 deg. sweep angle. The trailing-edge kink location s 30 %
semispan. The target pressure distributions were determined to realize the same chordwise
pressure distributions at any span station between the wing root and tip. Such pressure
distributions are usually called "isobar pattern” because straight lines appear on the surface
pressure contours over the entire wing surface. The chordwise pressure is determined by the two-
dimensional airfoil design code, and its characteristics were investigated by airfoil analysis and
wind-tunnel testings. Analysis code used in this example was "FLO22", nonlinear full potential
code developed by Jameson. To avoid the monotonic increase of the thickness of the root section
in the iteration process, the root section profile was fixed throughout the iteration process in this

example.

Figure 3 shows the sectional wing geometry and the pressure distributions obtained after
ten iterations. The target pressurc distributions are almost realized. In Fig. 4, the pressurc
contours on the upper surface of the wing are plotted. Chordwise pressure distributions are
almost the same for any spanwise station €xcept close to the wing root section. Note that the
computational time for the design mode is negligibly small compared to that of the analysis code
in the iteration process.

To show that the design code can be combined with any analysis code, several
computations for the design of transonic wings were carried out[12]. One of the computations
using the analysis code[14] developed at the National Aerospace Laboratory is presented next. In
this example, the boundary layer code also developed at the NAL[15] was incorporated. Only
four iterations were necessary for the convergence. The isobar pattern is realized from the root
section to the wing tip section in the computed result as is shown in Fig. 5. Mitsubishi Heavy
Industries (MHI) used Takanashi's code and designed many practical wings for transonic
transport aircraft{16]. As a design strategy, isobar pattern was required, and the final wing
geometry was determined considering the off-design requirements about buffet, pitch-up and
else. As an example, Fig. 6 shows the chordwise pressure distributions to be realized at each
spanwise station. The Mach number on the design point was 0.77, and the CL was 0.65. The
aspect ratio was 10, the sweep angle was 18 deg. and the tapered ratio 0.3 (see Fig. 7). The
initial and the final pressure distributions along with the target pressure distributions are shown in

LFig. 8, and the final wing geometry where thickness and the twisted angle are modified near the
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[_ tip to satisfy the off-design requirements is shown in Fig. 9. The wind tunnel experiment was _]
conducted to check the aerodynamic performance of the designed wing. The measured Cp
distributions are presented in Fig. 10. Reasonable agreement is observed between the target and
the measured pressure distributions. Figure 11 shows the comparison of the pressure contours on
the upper surface of the wing. Here again, good agreement is obtained between the computed and
measured contour plots even though small discrepancy is observed near the root and tip.

At the time of this design code development, there was a collaboration between JADC
representing Japanese industries and Boeing company to develop a new transonic aircraft. The
project was called 7J7 in the United States, and YXX in Japan. Although this project was retarted
because of the market change, there left is a lot of technology accumulations for the Research and
Development. Under this project, many wing configurations were designed by Mitsubishi Heavy
Industries again using Takanashi's code. Some of the designed wings were used for the
simulations using the Reynolds-averaged Navier-Stokes equations[17,18] and the computed
results were compared with the corresponding experiments[19] to confirm the aerodynamic
performance of the designed wings. These examples will be shown at the conference.

Airfoil Design Using Navier-Stokes Equations

As has been mentioned above, the analysis code is sort of a "black box" and it can use any
analytical method even though the convergence is not necessarily guaranteed. Hirose et al.
coupled Takanashi's design code with two-dimensional Reynolds-averaged Navier-Stokes
code[20]). With specifying the same pressure distributions at each spanwise station for large
aspect ratio wing, the three-dimensional design code was incorporated with the two-dimensional
Navier-Stokes code for the design of two-dimensional airfoil. One of the application examples is
shown here. Shockless supercritical pressure distributions at Cl= 0.6 was specified as a target
and the initial geometry was set up to have strong shock wave. The freestream Mach number is
0.75 at the Reynolds number 13 million. The initial, target and computed Cp distributions along
with the initial and final airfoil geometries are plotted in Fig. 12. The target Cp distributions are
almost realized in ten iterations.

Two Dimensional Transonic Cascades

Takanashi reformulated his original design code and developed a two dimensional cascade
design program in 1986. The analysis code in this case is a Euler code using explicit time
integration. Even after 10 iterations, fully converged solution was not obtained. However, the
pressure is becoming closer and closer to the target pressure on every iteration stages. The
solution after 10 iterations is presented in Fig. 13 along with the cascade geometry. Takanashi
insisted in his paper[13] that the convergence would be much improved by optimizing the
parameters in the design process for cascade flows.

Additional Application

Recently, with the rapid progress of supercomputers, the design code above was
combined with three-dimensional Navier-Stokes codes and applied to more difficult cases. Both
Mitsubishi (MHI) and Kawasaki (KHI) Heavy Industries applied it to the design of HOPE( H-II
Rocket Orbiting Plane). The HOPE is a space vehicle that NASDA (National Space Development
Agency) is currently developing. Both companies were interested in redesigning the tip fin of the
configuration. MHI analysed the transonic flow at Mach number 0.9 with 5 degrees angles of
attack and the Reynolds number 2 million[21]. They found by the Navier-Stokes simulations that
the flow field surrounded by the fuselage, main wing and tip fin became almost channel flow and

I_strong shock wave and associated flow separation occured. The Takanashi's design code was J
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i- iteratively used with the three-dimensional Navier-Stokes code and the good improvement was _1
obtained after five iterations. They used half a million of grid points for the Navier-Stokes
analysis and the computer time required for each iteration step was 5 hours for the analysis mode
and 0.2 hours for the design mode Thus, in total, 26 hours were necessary even with the Fujitsu
VP400, one of the most advance supercomputers at that time. The initial body configuration 1s
shown in Fig. 14 in terms of the computational grid. The initial and the final chordwise pressure
distributions on the tip fin are presented in Fig. 15 with the corresponding sectional geometries.
Although the target pressure is not precisely realized, there is obvious improvement such as
disappearance of the suction peak. The close-up views of the near-surface streamlines obtained
from the computed flow fields both for the initial and obtained configurations are presented in
Fig. 16. Shock wave is weakened and the flow separation on the tip fin surface disappears in the
final configuration.

Kawasaki Heavy Industries tried to modify the pressure distributions over the tip fin to
satisfy the buffet boundary by re-designing the tip fin using Takanashi's design code with the
Euler code[22]. About 200,000 grid points were used in the analysis mode and total computer
time for five iterations was about 5 hours. In this example, the freesteam Mach number is 0.9 and
the angle of attack is 6.5 degrees. The original and designed sectional geometries, and the initial
and final Cp distributions along with the target Cp are presented in Fig. 17. Remarkable
improvement is observed although the target Cp distributions are not realized also in this
example.

Kawasaki Heavy Industries also applied the design code for the redesign of the USB
(Upper Surface Blowing) wing configuration of the STOL[23]. The planform of the USB is
shown in Fig. 18. In this example, Isobar pattern is the target, but the wing section is fixed near
the nacelle and the tip to avoid resulted very thin wing section to weaken the shock wave. Figure
19 shows the sectional Cp distributions. The strong shock wave that appeared on the initial
configuration is weakened and the target Cp distributions are almost realized.

Another aircraft company named Fuji Heavy Industries developed their own design code
based on the Takanashi's method. They applied it to the design problem of wing-fuselage
combination[24]. The analysis code was full potential code. The target pressure distributions
were such that realize the isobar pattern on the wing surface and are the same as the initial ones on
the fuselage. The initial and final Cp distributions and the surface pressure contours are plotted in
Fig. 20. The computed Cp in the lower surface realizes the target Cp, but still some discrepancy
exists on the upper surface. However, compared to the initial Cp distributions, improvement is
obvious. The final configuration is shown in Fig. 21.

SUMMARY

An overveiw of the Aerodynamic aircraft-design methods and their recent applications in
Japan was presented. One of the design codes developed at the National Aerospace Laboratory
(NAL) is mainly discussed because of its popularity in Japan, and wide variety of applications
were presented from transonic to supersonic flow regimes. This design method uses inverse
design code and analysis code iteratively to realize the required pressure disbributions, and thus
any anaysis code can be used. Some of the examples shown here used Euler and Navier-Stokes
code as an analysis mode. These application examples indicated the capability and feasibility of
the design code. The fact that many companies currently use this design code for practical
problems and obtain successful results proves it.

This paper is written based on the results that the first author has noticed. There may be
more activities in Japan that can not be included in the paper. Unfortunately many of the papers in
Lthe reference list are written in Japanese. However, some of the important papers such as _]
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[' Takanashi's original paper are written in English and the authors hope that the list of reference in 1
this paper is useful for any researchers for the design problems.
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Fig. 2 Initial wing geometry with the plots of
corresponding computed pressure
distributions and the specified(target)
pressure distributions[11].

e e o &

l’ g .“
o R
Pressure Geometry Isobar (Upper Surface!
Distribution

Fig. 5 Designed wing geometry with the plots
of the pressure distributions and the
upper surface pressure contour plots
(potential code and the boundary code

L were used in the analysis mode)[12].
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Fig. 15 Initial and final chordwise pressure distributions over the tip fin of the HOPE and their
spanwise sections[21].
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l_ Fig. 16 Computed near-surface streamlines for the initial and final HOPE configurations[20]. _J
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The Aviation Institute, Bd. Pacii 220, p /

77538 Bucharest, Romania

ABSTRACT

An aerodynamic optimization procedure, dedicated mainly to mi-
nimize the drag to lift ratioc of a complete configuration: wing -
body —~ tail, in the presence of some engineering and logical res-—
trictions is described. An algorithm conceived to search the mi-
nimum of a hypersurface with 18 dimensions, which define an airc-
raft configuration, was developed, without using a gradient meth-
od. The obtained results, show that, at least, from the aercdyna-
mic point of view, the optimal configuration is one of canard ty-
pe, with a lifting fuselage.

I. INTRODUCTION

There are many arguments which plead for the using of a glcbal
and multicriterial optimzation procedure to design a transport air-
craft. An usual practice, for the establishment of the aircraft-‘s
shape, adopted especially by the prudents, is the statistical pro-
cessing of the data describing all the aircrafts of that class.
Finally, after years of research, design, manufacture, testing
and certifying, an out - of - date aircraft results, at least with
two generations behind: cone which was in service when the design
of the new aircraft begun, and the second, which ztarted at the
same time, but has used the latest research results corvectly
forecasted.

To predict exactly the needs in the domain of passengers air
transport, for the date when the new built aircraft will operate,
taking into account all the economical, social and scientific
conjunctures, a global and multicriterial optimization procedure
is required. A new aircraft becomes competitive versus other air-
crafts of its class, if the fuel consumption reduction is obtai-
ned not by affecting the passengers security and comfort and by
adding laborious maintenance operations. Following these princi-
pial ideas, in the present paper we have tried to optimize, only
from the aerodynamic standpoint, a short / medium - currier con-
figuration aircraft for moderate subsonic speeds.

Here, by "optimal configuration" we understand the configura-
tion which gives the best answer to a certain purpose. A more
realistic objective function to be minimized in the presence of
the engineering and airworthiness requirements, can lead to a
competitive aircraft, providing benefits, both for passengers and

tompanies. J
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Another argument which demands the adoption of a global opti-
mization procedure in the design process is the paradox, valid at
least as far as our personal experience is concerned, that while
aerodynamics, thermodynamics and stress analysis use the most soph-—
isticated computing methods, their results are used mainly to deci-
de whether a previously shaped by an "all experienced"” project
authority configuration is competitive, and not from to begining
in the process of giving that configuration the best shape for a
certain purpose.

11. THE AERODYNAMIC ANALYSIS

For the global aerodynamic characteristics (CL, CD, Cm) of a
complete wing — body - tail configuration, a panel method [11]
was used. Two rather hard approximations were adopted in order to
ensure minimum CPU time for the analysis procedure:

a) Following the idea introduced in [23, the cenfiguration
is replaced by its horizontal projection (plane xOy “shadow"). The
entire thin surface of this projection is divided into a number of
triangular or quadrilateral panels, associated, each of them, to
a horseshoe vortex filament.

b) For the friction drag, the flat plate assumption is ado-,
pted and consequently, on the wetted area the friction coefficient
Cf is calculated as a function of the Reynclds number on each sur-—
face strip {(without detachment).

The theoretical results obtained on the idealized configura-
tion of Fig. 1.b. were compared with the experimental data mea-
sured in the Trisonic Wind Tunnel of the Aviation Institute of
Bucharest, Romania, on a calibration model (Fig. l.a).

The comparative diagrams CL, CD, Cm versus incidence (Fig.2)
demonstrate that, in the domain of the small incidences, the ana-
lysis is in good agreement with the experiments. This meets our
interest because the above - mentioned optimization will be per—
formed at the cruise regime.

I11. THE OPTIMIZATION PROCEDURE

Considering the results of the aerodynamic analysis as accep-—
table, the corresponding algorithm can be included into an opti-
mization loop.

A generic aircraft configuration was defined by 18 geometrical
parameters (Fig. 3) as follows:

x1 - the span of the surface 1

x2 - the chord ratio of the surface 1
x2 - the rooct chord of the surface I
x4 — the span of the surface II
xS - the chord ratio of the surface II
L %6 — the logitudinal position of wing apex J
®x7 — the logitudinal position of the horizontal tail apex
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X8 - the wing span

9 == the wing chord ratico

¥10 - the chord ratio of the horizontal tail
x11 - the span of the horizontal tail

¥12 — the wing sweep angle

#1323 - the horizontal tail sweep angle

14 - the root chord of the horizontal tail
%15 — the incidence of the surface 1

v1é& — the incidence of the horizontal tail
»17 - the wing incidence

18 - the vroot chord of the wing

The geometrical characteristics of the vertical tail and the di -
hedral angle of the wing were done as input data.

The incidence of the surface 11 was assumed equal to that of the
surface 1.

These 18 parameters are the 12 dimensions of a hypersurface, des-
cribed by the objective function "F® which represents a sum of cvi-
teria of minimization.

Performing a statistical evaluation over a class of 30...50 pas-
senger aircrafts, the overall mass of an aircraft was deduced tc
be estimated by:

G = 100%Npax + Ka®Sa + Ktx(Sht + Svt) +f=5f + Goi 1)
where:
Npax — the number of the passengers
Sa - the effective wing area
Sht - the effective horizontal tail area
Svt - the effective vertical tail area
Sf -~ the %0y projected area of the fuselage

Goi =~ the inert mass of the aircraft ( & 7700 daN fov a
50 pax. and = S500 daN for a 30 pax. aircraft)

Ka — the specific weight of the wing (& 58.2 daN/m )
Kt — the specific weight of the tails (¥ 33.8 daN/m )
Kf — the specific weight of the fuselage (£ 40 daN/m )

In the present study the criterion of optimization was related
to the minimizaton of the CD/CL ratio satisfying simultaneously the
following constraints:

- the pitching moment My with respect to the gravity center
must be zero or very close to this; the position of the
gravity center is recalculated every time the configura-
tion changes.

- the lifting force must be equal to the overall weight of
the airplane in cruise flight.

~ the position of the wing and tails apexes must be loca-
ted within the fuselage length.

because "in an aircraft, the main part of the structu:
L re‘s weight is given by the material which ensures the J
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bending moment at the wing-body embeding” [3], an impor-
tant restriction was tco put a limitation on the bending
noment at the wing-body junction. In the absence of this
constraint the wing has the tendency to get a quite lav-—
ge aspect ratioc, typical for sailplanes.

There are many objective functions Fi(X) for a class of aircra -
fts which can be minimized or maximized. For example, [4]1, with
only four parameters (wing area, sweep angle, aspect ratio and the
relative thickness of it“s airfoil) a configuration was optimized
with four objective functions:

F1(X) — ramp weight (minimize)

F2(X) - mission fuel {(minimize)

F2(X) - 1ift to drag ratio at constant cruise Mach number
{maximize)

F4(X) — range with fixed ramp weight (maximize)

or some combination of these objective functions.

Mathematically the optimization procedure means to search and
find the minimum of the above—-mentioned hypersurface 1in the pre
sence of a number of given restrictions. The minimization problem
with the restrictions "g{(X)" is transformed intoc one without ves—
trictions using “the penalty functions methcd" [Z1. Each restyric—
tion is associated with a penalty function. If cne restriction 1is
violated, the corresponding penalty function is set to a great va-
lue:; thus the objective function becomes greater (far from mini-—
mum). If the restriction is satisfied, the penalty function is set
to zero: so it doesn’t affect the value of the cbjective function
FEX).

F(X) = CD/CL + :E:g;(X) = minimum { 2)
X = XU %l,00a00.,%18) « 3)

For the effective searching of the minimum of the objective
function F(X) the "one dimensional searching method" was adopted
[351].

First, for the "starting configuration” {meaning the configura-
tion determined by the initial values of the 18 optimization para-—
meters) a first value of the objective function is calculated.

Than, one of the parameters is altered by a step "r", while all
the others are kept constant:

X, = X+ raxg t4)
0< r <1

The aerodynamic analysis module is called and the value of the
objective function F(X) is computed. 1f its value is smaller than
the previous one the alteration of the parameter "x" is continued
until the value of F(X) begins to rise. In that moment the parame-—
ter x; is altered with -r.x; and the process of parameter x;, alte-
ration is initiated (Fig.4). When the optimization loop, contai- t&
ning all the 18 parameters is ended, the procedure is repeated wi
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a refined v, as long as r is superior to a selected error level.
The major disadvantage of this method is that a local minimum is

usually reached by altering only some of the parameters and it 1is

almost impossible to leave it. Besides of the parameters hierarcy,

which is not so easy to establish, the procedure was mcodified in

two different ways, in order to avoid the local minima:

a. At a certain value r the steps towards the minimum were
limited at only two per parameter, even if the value of the objec—
tive function is still decreasing (Fig.5a).

b. For every parameter the sign of r is determined for
which the objective function F(X) decreases. Then, all the parame-
ters are simultaneously altered as long as F(X) decreases. When an
increase in the value of F(X) is ncticed the sign determination
process is initiated again, followed by ancther phase of block al
teration of all the parameters (Fig.Sb). In this way, the aerody-
namic analysis module is called once for a configuration resul ted
from the simultaneous alteration of all the parameters, thus sav-
ing computer running time. This modified version of the optimiza -
tion procedure is somewhat similar to a gradient method but it do-
esn’t need the calculation of the parameter’s gradient vector.

IV. RESULTS AND DISCUSSION

The optimization procedure described above was transferred into
a FORTRAN computer code and several tests were performed to cer-—
tify its validity.

Among these tests, for example, the "FOKKER 27 - Friendship”
airplane, quite repreentative for the S0 seats class, was adopted
as a starting configuration in the idealized manner represented
in Figure 6, by the lowest possible number of panels, to permit
a fast aerodynamic analysis.

Denoting by "classic configuration" the wing—tail arrangement
in which the wing is placed ahead of the tail and by "canard
configuration” the well known tail in front of the wing arran-—
gement, the optimzation computer code was aprlied and the resul -
ts finally obtained are illustrated in Figures 7-9.

It can be noticed (Figure 7) that the aerodynamic (CL - CD?
characteristics of the classic-optimized configuration are not much
different from those classic - initial configuration, this pro
ving that the F-27 airplane is aerodynamically well designed.

In the same time, the canard - optimized configuration has ob
viously superior aerodynamic characteristics, when compared to
the initial (unoptimized) canard configuration (Fig. &) and even
compared to the classic - optimized configuration (Fig. 9).

During the optimization process an interesting fact was consi
dered to be the tendency of the fuselage to widen its rear end,
taking a shape somewhat similar tc a small aspect ratioc gothic
delta wing, thus increasing its contribution tc the global 1ift
of the airplane.

We must stress that the aerodynamic analysis module and even
the optimization algorithm used in the optimization procedure ex-—

]
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fémp]ed here are, of course, not the best tocols according to to-
day“s achievements, and any improvements in these directions co
uld lead to better results at the end of an optimzation loop.
Our choice was determined by the inherent limitations set by the
presently available to us, computer equipment.

The CYBER 170/720 computer was used to peirform the calculations
which lead to the results presented here. A single call of the
aerodynamic analysis module requires about 3 seconds CPU time for
an idealized configuration of 40 panels (Fig. &é). To reach the
optimum shape, at the moment when the relative error on "r" is
less than 0.0001, some 260-300 calls of the aerodynamic analysis
module are usually necessary.

The optimization code was used to define some of the principal
features of the external shape for a few other short/medium ran
ge commuters.

Such an example, reffering an airplane with a 70 passengers ca
pacity, flying at 650 km/h, 6000 m of altitude, is represented in
Figures 10 a,b. The thickness was added to complete the shape of
the idealized optimum configuration. Such a "thick" configuration
is suitable for a much more accurate aerodynamic analysis, perfor-—
med with better computer codes and even in the wind tunnel, in
order to obtain a realistic final verdict on the optimization pro-
cedure and its results. The rear end wide fuselage is quite noti
ceable. Apart the aerodynamic gains, this type of fuselage can
provide the passengers a better comfort, giving the opportunity
for a cabin arrangement similar to that of a wide body airplane
(Figure 11).

An indirect confirmation of these soclutions, analysed since
1988, [61, was offered by a recently published paper (71, which
reportss that studies are made to use an elliptical fuselage for
a long range, high capacity airliner.
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Fig.1.a. The calibration mo- Fig.1.b. The idealized geometry
del for wind tunnel testing. for panel method calculation.
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ABSTRACT

The Modified Garabedian-McFadden (MGM) design procedure was incorporated into an
existing 2D multigrid Navier-Stokes airfoil analysis method. The resulting design method is
an iterative procedure based on a residual-correction algorithm and permits the automated design
of airfoil sections with prescribed surface pressure distributions. The new design method, MG-
MGM, is demonstrated for several different transonic pressure distributions obtained from both
symmetric and cambered airfoil shapes. The airfoil profiles generated with the MG-MGM code
are compared to the original configurations to assess the capabilities of the inverse design method.

INTRODUCTION

The aerodynamic design of aircraft components is often carried out by means of one of the
following four approaches: a) cut-and-try analysis, b) indirect methods, ¢) optimization techniques,
and d) inverse design techniques. Unlike the cut-and-try method, the latter three design techniques
are far more automated, and can significantly reduce the overall engineering effort and calendar
time required for developing aircraft components and configurations with improved aerodynamic
performance or aerodynamic interference characteristics.

A common design approach is to specify, a priori, surface pressure distributions that have fa-
vorable aerodynamic characteristics at given freestream conditions. For example, an appropriately
chosen pressure distribution can be used to achieve certain desired lift and moment coefficient
goals, while a “weak-shock™ or “shock-free” distribution can be used to minimize wave drag
performance penalties. The automated design procedure is then used to generate, as efficiently
as possible, the configuration geometry which will cause the specified pressures to exist on the
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designed component. Obviously, the use of these automated design methods requires that the
aerodynamicist can specify, a priori, the desired pressure distributions for a particular application.

The most widely used aerodynamic design procedures for transonic-flow applications seem to
be based upon potential-low Computational Fluid Dynamics (CFD) methods.!= This trend is most
likely due to the relative low cost, in terms of computer-resource requirements, that is demonstrated
by CFD methods based on the Transonic Small Disturbance (TSD) equation or the Full Potential
equation (FPE). In the past decade, however, considerable interest has been demonstrated in the
use of higher-order CFD methods such as the Euler equations and the Reynolds-averaged Navier-
Stokes equations (RANS) for aerodynamic analyses in a variety of applications. Thus, there is
now an increasing interest in also developing design procedures based on these higher-order CFD
formulations.®10 If used during the design process, these higher-order CFD methods will help the
aerodynamicist to account for the occurrence of fluid dynamic effects or phenomena which are
not routinely predictable using potential flow methods.

Inreference 11, Garabedian and McFadden described an inverse acrodynamic design procedure
which they demonstrated using an existing FPE aerodynamics code. Their design method is based
on a residual-correction algorithm, which we will refer to here as the GM method, and can be
used to generate aerodynamic surfaces with prescribed surface pressure distributions. In reference
12, Malone, et al. presented a Modified Garabedian McFadden (MGM) design algorithm that
removed some limitations of the original GM technique. These authors applied the new MGM
design method, also using FPE aerodynamic analysis codes as a basis, to airfoil, axisymmetric
nacelle inlet, and 3-D nacelle inlet design problems. Later, Hazarika'® and Sankar used a FPE
CFD method to apply the MGM procedure to the design of blended wing-body configurations.
In a recent effort, Malone, et al.!* described the first use of the MGM residual-correction design
algorithm coupled with a 2-D Navier-Stokes solution procedure. Subsequently, a similar viscous-
flow design procedure using MGM was presented by Birckelbaw!?, and new applications of MGM
to multi-element airfoils using unstructured grids are under development.'®

The objective of the present research was to develop an accurate design method for viscous,
attached-flow, design problems which might be beyond the capability of potential-flow or Euler
methods, even those using interactive boundary-layer theories. Because the aerodynamic designer
normally seeks attached flow conditions, the method to be described is not expected to handle
separated flow design problems. However, by virtue of the fact that a Navier-Stokes method forms
the basis of the present procedure, the possible occurrence and extent of separated flow regions
can be directly computed and noted by the designer during the design process.

The following sections of this paper will describe the multigrid Navier-Stokes computational
procedure, the MGM design algorithm, implementation of the design procedure, and will also
present the results of several sample airfoil design problems.

NAVIER-STOKES SOLUTION PROCEDURE

The two-dimensional Navier-Stokes procedure used in the present work was originally de-
veloped by Swanson and Turkel.!” Their method solves the Reynolds-averaged form of the full
Navier-Stokes equations (neglecting body forces and heat sources) on a body-fitted computational
grid. The mathematical formulation in generalized coordinates consists of a non-dimensionalized
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set of equations cast in a strong conservative form:

Qi+ D¢ + Ep = iMoo Re ' (G + Hy) (1)

In Eq. (1), Q is the vector of conserved flow variables, which are themselves combinations
of the usual primitive variables, density (p), the components of fluid velocity (u,v), and the fluid
total energy (e). The quantity M, is the freestream Mach number and, Re. is the Reynolds
number. The vectors D and E are the inviscid flux vectors in the ¢ and » coordinate directions,
respectively. Also, the vectors G and H are the viscous flux terms in the corresponding coordinate
directions. The techniques used to solve Eq. (1) are given in Refs. 17, 18, and 19. Here we
present only a brief description of the Navier-Stokes solution procedure.

The spatial derivatives in the time-dependent Navier-Stokes equations are approximated
with central differences. A cell-centered finite-volume technique is used to obtain the spatial
discretization. For sufficiently smooth meshes the discretizations are second-order accurate.
Adaptive numerical dissipation terms are appended to the resulting semidiscrete formulation.
These terms, which are a blending of second and fourth differences, are included to provide
shock capturing capability and to give the necessary background dissipation for convergence. In
smooth regions of a flow field the dissipation terms are third order. The semidiscrete equations
are integrated in time with a modified five stage explicit Runge-Kutta scheme. On the first, third,
and fifth stages there is a weighted evaluation of the dissipation terms, which results in a good
parabolic stability limit. The physical diffusion terms are evaluated only on the first stage and
frozen for the remaining stages, without compromising stability. The decoupling of the temporal
and spatial discretization makes the scheme amenable to convergence acceleration techniques,
which are very beneficial in the computation of steady flows.

Three techniques are employed to accelerate convergence to steady state. The first one is local
time-stepping, where the solution at any point in the domain is advanced at the maximum time step
allowed by stability. This results in faster signal propagation, and thus, faster convergence. The
second technique is variable coefficient implicit residual smoothing. It can be regarded as simply
a mathematical step applied after each Runge-Kutta stage to extend the local stability range. The
third technique is multigrid. A multigrid method involves the application of a sequence of meshes
to a discrete problem to accelerate convergence of the time-stepping scheme. Successively coarser
meshes can be generated by starting with the desired fine mesh and eliminating every other mesh
line in each coordinate direction. An equivalent fine grid problem is defined on each coarse grid.
Appropriate operators are introduced to transfer information between the meshes. In the method
applied here a fixed W-type cycle is used to execute the multigrid strategy. The efficiency of the
multigrid process depends strongly upon effective high frequency damping characteristics of the
driving scheme. Such damping behavior is provided by the five stage Runge-Kutta scheme. The
good smoothing of the highest frequencies on the coarser meshes allows rapid removal of the low
frequency errors in the fine grid solution. There are two additional advantages of the multignid
method. First, less computational effort is required on the coarser meshes. Second, information
is propagated faster on the coarser meshes due to larger allowable time steps.

Figure 1 presents typical computed lifts and moments for an NACA 0012 airfoil to demonstrate
the capability of the multigrid algorithm for aerodynamic analysis applications. Turbulence closure
was obtained with the Baldwin -Lomax model.
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MGM DESIGN PROCEDURE

The MGM design method can be classified as a residual-correction technique, in which the
residuals are the difference between the desired speed distribution and the computed distribution.
Over the past decade a number of residual-correction methods have been developed, such as the
“wavy-wall” approach of Davis.* The methods differ primarily in the manner in which changes
in residual are related to changes in surface shape. The MGM algorithm itself consists of an
auxiliary PDE that is solved for incremental changes in surface coordinates during each design
cycle. The final aerodynamic shape is approached in a stepwise fashion through a cyclical iteration
between the flow solver and the MGM algorithm.

Mathematical Formulation

The MGM auxiliary PDE is heuristic in derivation and assumes that changes in surface
pressures are proportional to changes in airfoil surface slopes and curvatures. For two-dimensional
flow about an airfoil configuration, the auxiliary equation is given by

FOSt+FISrt+FBSIIt =R (2)

where R is the residual, defined as R = ¢7 — q?. The quantities g and g, are the computed
and target speed distributions, the coordinate z is the usual cartesian coordinate taken here to lie
along the airfoil chordline, and the coefficients Fy, Fi, and F, are constants chosen to provide
a stable iterative process. Figure 2 shows how this auxiliary equation is typically incorporated
into existing flow solution procedures. The computed surface velocities are normally obtained
from partially converged numerical solutions to the fiow equations under consideration at a given
value of time, ¢. During the design process, as g, approaches g, the right-hand side of Eq. (2) 1s
reduced, and subsequent solutions of the auxiliary equation yield minimal changes in the airfoil
surface coordinates.

Next, Eq. (2) is written in terms of a correction to the airfoil coordinates, AS, by using the
temporal derivatives and choosing At = 1, so that Eq. (2) can then be written as:

FoAS + Fi(AS), + F2(AS),, = R (3)

Numerical Solution Procedure

The auxiliary PDE is solved by writing finite-difference expressions for each term of Eq.
(3). The computational grid used to solve this equation is the same grid used for the fluid-
dynamic equations, which for the present Navier-Stokes solver, is an algebraically generated
C-grid topology. Equation (3) is solved only along the airfoil surface, so that only the grid-line
clustering in the r or streamwise direction is of importance.

Assuming that there are a total of N computational points on the airfoil surface, Eq. (3) is
written for each of these points, ¢, where 1 <7 < N. A typical equation evaluated at the i th
point on the surface is

AiAYip + BiAY, + CilAYi = R 4)
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The coefficients A;, B;, and C; are evaluated by means of standard finite difference expressions,
and AY; is the incremental change in surface coordinate, AS, at the i th computational point.
Equation (4) is evaluated at each point, 7, around the airfoil surface, leading to a system of
equations with N’ unknowns, the AY; values. At each point on the aerodynamic surface, AY] is
coupled to values at each neighboring point. The resulting algebraic equations form a tridiagonal
system that is solved for values of AY; using the Thomas algorithm.?!

The design cycle is completed by updating the previous surface geometry using the new
values of AY; as follows:

Yrew = Yol LAY, fori=1toN (5)
Additional details of the MGM algorithm can be found in References 12 and 14.
Trailing-Edge Crossover

The present inverse procedure was developed to permit the design of complete airfoil surfaces,
including the leading-edge and trailing-edge regions. However, a completely arbitrary choice for
a target pressure distribution does not always result in a well-posed inverse design problem.
For example, Volpe* has presented a technique to satisfy the three integral constraints relating
target pressures and freestream conditions that are required to insure a well-posed problem in
compressible flow. As a possible consequence of using unconstrained target pressures, any inverse
procedure may produce an airfoil geometry which may exhibit trailing-edge crossover, or lead to
other unrealistic configurations.

Therefore an artifice is used in the present work so that the trailing edge thickness can be
controlled and so that any tendency of the airfoil to “fish-tail” is identified. If the geometry
is driven to a “fish-tail” configuration (trailing-edge crossover), a linear wedge is added to the
airfoil section so that the resulting trailing-edge thickness equals a predetermined value. It has
been demonstrated that this wedge technique can give some measure of control over the potental
manufacturability of airfoil configurations generated by automated design procedures.?? It should
be noted that if the above wedging technique is required continuously during the design process,
the original target pressures should be examined for possible modification along the lines discussed
by Volpe*. A technique such as this may be used to modify these pressure distributions in order
to rigorously provide for a well posed inverse design problem.

RESULTS

The MGM design procedure has been incorporated into the 2-D Navier-Stokes code described
previously. The resulting computer program is referred to here as the MG-MGM code. In this
section, we present three sample problems to illustrate application of the design method. Target
pressures are obtained from a known “target geometry”, and the inverse design method is then
used to “reproduce” the original “target” configuration. These test cases demonstrate that the
starting geometry, or baseline configuration, used to start the design process does not have to be
“close” in thickness or camber to the target geometry.
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Several parameters were held constant for each of the sample problems. A “W-type” multigrid
cycle was used throughout, together with five successive levels of grid refinement. Also, five
“Wmultigrid cycles were used between all airfoil geometry updates (ie. one design cycle). The
computational C-grid used consisted of 321 nodes in the wrap-around, or {-direction (33 of these
in the wake region) and 64 nodes in the surface-normal, or n—direction, for a total of 20,544 grid
points. The first = constant grid line was clustered to within 0.0001 chord lengths from the
airfoil surface. Since each point on the airfoil surface is allowed to move independently, each
can be thought of as an independent variable in the context of an optimization problem. For the
cases presented above, there were 257 such points around the airfoil surface.

For each case presented, a total of 160 design cycles (i.e. geometry updates) were specified.
The program was executed on a Cray 2 and each airfoil design required approximately 16 minutes
of CPU. Comparable Euler designs would require approximately 11 minutes on the same machine
for a similarly dimensioned grid.

Design Case No. 1

For Case No. 1, the MG-MGM code was first used in the analysis mode to compute the
surface pressures corresponding to an RAE 2822 airfoil at A/ = 0.8, an angle of attack, a, equal
to zero degrees, and Re. = 6,500,000, based on airfoil chord.

This calculated C,, distribution was then used as a target distribution for the MG-MGM code
operated in the design mode. The baseline airfoil used to start the design was an NACA 0012
section. As shown in Fig. 3, this airfoil is significantly different in shape from the RAE 2822
airfoil used to produce the target pressure distribution. In this figure, as well as others depicting
airfoil geometry, the vertical scale has been expanded.

Figure 4 compares the design and target airfoil pressures after 40 design cycles while Fig.
5 compares the design and target airfoil contours at this point in the design process. Figures 6
and 7 present the corresponding comparisons for pressure and geometry after 160 design cycles.
Figure 8 shows the results of a separate analysis computation performed after the design was
completed. This analysis started from uniform freestream conditions (impulsive start) and used
the grid produced by the designed airfoil contour given in Fig. 7. The comparison between design
and target pressures is actually better than that observed during the design process. This better
correlation exists because the pressures obtained during the design process are generated with only
a small number of multigrid cycles on the latest computational grid. The final design corresponds
to 160 updates to the airfoil geometry and 160 grid-generation steps. The MGM design algorithm
itself is not computationally intensive, and because a simple algebraic grid generation scheme is
also used in the present application, the computational overhead represents only a small fractional
increase over that which would be required to run the original CFD method.in the analysis mode.

Design Case No. 2

For Case No. 2, the MG-MGM code was used in the analysis mode to compute the surface
pressures corresponding to an NACA 0012 airfoil at M, = 0.8, an angle of attack, o = 2.0
degrees, and Re. = 6,500,000, based on airfoil chord.

This calculated C,, distribution was again used as a target distribution for the MG-MGM code
operated in the design mode. This time the baseline airfoil was also an NACA (0012 section.
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However, during the design process, the freestream angle of attack was kept at o = 0.0 degrees.
This case was used to study the possible effects that a mismatch between specified pressures and
angle of attack might have on the design process. Figure 9 compares the baseline and target airfoil
pressures for this case. As would be expected for a transonic flight condition, the shock wave
locations are significantly different for the a = 2.0 targets and the o = 0.0 baseline condition.

Figure 10 compares the design and target airfoil pressures after 40 design cycles, while Fig.
11 compares the design and target airfoil contours at this point in the design process. As can be
seen in Fig. 11, after 40 design cycles the airfoil surface has already been rotated upwards to
adjust to the target pressure. Figure 12 presents a comparison of the geometry after 160 design
cycles. As in the previous case, a separate analysis run was performed to verify the airfoil design.
Figure 13 shows the results of the separate analysis computation performed after the design was
completed. This analysis started from uniform freestream conditions (impulsive start) and used
the grid produced by the designed airfoil contour given in Fig. 12. Finally Fig. 14 shows a
plot of the average A¢® versus multigrid work for the 800 multigrid cycles. This quantity drops
approximately two orders of magnitude during the design process and is used to monitor the
progress of the design algorithm.

Design Case No. 3

The final example problem, design Case No. 3, was chosen to demonstrate that large geometric
changes can be achieved with the MGM design algorithm. For this application, the target pressures
corresponded to an NACA 0012 airfoil at M= 0.8, angle of attack, a = 0.0 degrees, and Re,
= 6,500,000, based on airfoil chord. The baseline configuration used was an NACA 0006 airfoil.
A comparison of the target and final design airfoil shapes is shown in Fig. 15. A comparison
of the target pressures, and those obtained from a separate analysis (impulsive start) of the final
design configuration are shown in Fig. 16. In this example, an airfoil design was successfully
accomplished which required a 100% increase in airfoil thickness over that of the baseline airfoil
shape.

CONCLUDING REMARKS

The MGM design procedure has been incorporated into an existing multigrid Navier-Stokes
code. The computational efficiency of the method indicates that it is a viable tool for the
design process. The actual computational effort of this design method depends, of course, on
the complexity of the target pressure distributions chosen. Normally, aerodynamicists would seek
to eliminate shockwaves due to the impact of wave drag on performance. Previous experience
with the MGM algorithm!* indicates that shock-free design applications require about 50% less
computational effort than for flows with shockwaves present. The transonic flow cases shown
here were picked, in part, to demonstrate the design algorithm’s robustness and ability to respond
correctly to shockwaves in the flowfield. This feature is important because regions of sonic flow
may be created locally near regions of high airfoil curvature even at relatively low freestream
Mach numbers.

Because of the computer resource requirements, any Navier-Stokes based design method would
likely be used in combination with other, lower-cost design methods. For example, an initial
airfoil shape designed with a FPE method may prove to be an excellent starting configuration for
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a higher-order design approach. Used in this manner, the present Navier-Stokes inverse design
method should then be able to account for viscous fliowfield phenomena that may not be detected
or predicted accurately enough by other methods based on FPE or Euler solution procedures.

10.

11.
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1. ABSTRACT L’ foe

The objective of this paper is to compare two closely-related methods for aerodynaraic design
optimization. The methods, called the “implicit gradient” approach and the “variational” (or
“optimal control”) approach, both attempt to obtain gradients necessary for numerical optimization
at a cost significantly less than that of the usual black-box approach that employs finite difference
gradients. While the two methods are seemingly quite different, they are shown to differ
(essentially) in that the order of discretizing the continuous problem, and of applying calculus,
is interchanged. Under certain circumstances, the two methods turn out to be identical. We
explore the relationship between these methods by applying them to a model problem for duct
flow that has many features in common with transonic flow over an airfoil. We find that the
gradients computed by the variational method can sometimes be sufficiently inaccurate to cause
the optimization to fail.

al Al J
> o€ "

2. INTRODUCTION

We first define what we mean by “analysis” and “design” in the context of computational
aerodynamics. In the “analysis problem” we seek to determine the aerodynamic flow, given a
description of the geometry of an airfoil or aircraft. In the “design problem” we seek to do the
inverse; given the flow, find the geometry that will produce it. Here, we are concerned with
methods for solving the design problem that are based on coupling solutions of the discretized
analysis problem with numerical optimization procedures.

In a previous paper [4] we compared three optimization-based approaches for solving com-
putational aerodynamics design problems. (Actually, the methods apply to many computational
physics design optimization problems.) The optimization methods are (i) the commeon “black-
box” method with finite difference gradients, (ii) a modification where the gradients are found
by an algorithm based on the implicit function theorem (hereafter called the implicit gradient ap-
proach), and (iii) an “all-at-once” method where the flow and design variables are simultaneously
altered. We also showed that the implicit gradient approach was very closely related to a partic-
ular “variational” or “optimal control” approach to design optimization that has recently attracted
interest (e.g., [5]). The purpose of the present paper is to further explore this relationship. (We
note that the close relationship between nonlinear optimization and optimal control has apparently
been known for some time[2][6]. However, this relationship appears to be little-known among
practitioners in applications disciplines utilizing these mathematical techniques.)

The finite difference approach to obtaining gradients is conceptually the simplest, but it is
ordinarily prohibitively expensive for practical problems, since it requires at least one solution
of an analysis problem for each design parameter. Both the implicit gradient approach and
the variational approach have the objective of determining gradients needed in an optimizatioﬂ
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l;)rocedure at a significantly reduced cost. Both approaches involve using “calculus-like” opcrations_l
to derive the formulas employed in finding the gradients. As explained later, the procedures differ
in that the order of applying calculus, and of discretizing the continuous problem, are interchanged.
Because the implicit gradient approach applies to an already discretized analysis problem, it can be
used to “retrofit” many analysis codes to produce inexpensive gradients for design optimization;
see [7] for details.

3. MODEL PROBLEM

3.1 Continuous Analysis Problem

In [4] we showed how the steady flow of an inviscid fluid in a duct of variable cross-sectional
area A(¢), governed by the Euler equations, can (under certain circumstances) be reduced to the
single nonlinear ordinary differential equation

fe+g=0 (1)
where

fy=ut B, g = S /),

u(€) is the fluid velocity, ¢ is distance along the duct, and ¥ and H are given constants. Here, the
subscript ¢ means differentiation with respect to {. While a much more careful specification was
given in [4], roughly speaking the continuous analysis problem is to find w, given a differentiable
area function A(¢) and the specified boundary values u(£ = 0) and u(§ = 1). These boundary
values are chosen so that the (weak) solution of (1) contains a shock.

3.2 Discrete Analysis Problem

Let the ¢-coordinate be discretized by a uniform, cell-centered grid with centers at {; =
(j — 1/2)h, AE = 1/J, where J is the number of unknown grid values. Let U; represent a
piecewise constant approximation to u on each grid cell. Then, a conservative difference scheme
for (1) 1is given by

_ fiv1y2 — fi-1p2 +

W; A 9; =0 (2)
Here the source term g; = g(U;, (A¢/A);) and we assume that the duct shape A({) is given by a
piecewise cubic spline described in the B-spline basis with coefficients D, form = 1,2,...,. M

and that A(0) and A(1) are fixed. (A¢/A); is obtained by evaluating the spline and its derivative
at £;. The boundary conditions on U are Uy = u({ = 0) and Uy4; = u(§ = 1). The fluxes
fi+1/2. as functions of U; and Uj41, are chosen to correspond to the Godunov, Engquist-Osher,
or Artificial Viscosity methods for numerically approximating hyperbolic conservation laws [4].

Once the discretization has been made, we are faced with solving a system of nonlinear
algebraic equations. The system is

Given: D,,, m = 1,..., M (spline coefficients describing A({)).
Find: U; satisfying

W(U) = 0. (3)
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l— Here W is the vector of discretized equations (2) for j = 1,2,...,J and the boundarﬂ
conditions on U.

3.3 Continuous Design Problem

We want to formulate the design problem as a minimization problem. It is:

Given: a desired (or goal) velocity ().

Let: h(u) = §(u(€) - (€))%, £(u) = Jy h(u)dt.
Find: A(€) such that u(¢) satisfies (1) and £(u) is minimized.

3.4 Discrete Design Problem

We assume that a desired (or goal) velocity distribution U ; is given for each computational
cell in the analysis problem. Then we have

Given: U;, j =1,...,J.
: J
Let H; = 3(U; = U;)*, F(U) = i, Hj.
Find: D,,, m = 1,2,..., M (spline coefficients describing A(€)) such that (3) is satisfied
and F(U) is minimized.

4. COMPARISON OF THE IMPLICIT GRADIENT APPROACH AND
THE VARIATIONAL APPROACH

In this section, we compare two closely-related, optimization-based approaches to finding an
approximate solution to the “Continuous Design Problem” posed above. In each case, function
values needed in the optimization are obtained by solving a discrete analysis problem and
evaluating a discrete form of the objective function (and constraints). The key question is how
gradients needed in the optimization are computed:

1. Implicit gradient approach. Discretize the problem first to obtain the “Discrete Design
Problem,” then find a formula for the gradients by using the implicit function theorem.

2. Variational (or control theory) approach. Find a formula for the “gradients” for the
continuous problem (i.e., in infinite dimensional space). This formula involves the solution
of the analysis problem, and the solution of another differential equation called the adjoint
problem. Discretize both the forward and adjoint problems, then evaluate the formula to get
the gradient.

After the gradients are obtained, the function values and gradients are used in an optimization
procedure to improve the current estimate of the design variables. As can be seen, these ap-
proaches differ, essentially, in that the order of discretizing, and of doing calculus-like operations,
is interchanged.

4.1 Implicit Gradient Approach

The implicit gradient approach is a natural extension of the usual black-box method wherein
gradients needed in the optimization are obtained by finite differences. We thus first introduce the
black box method. We do so in a somewhat general setting, then specialize to the model problem.

We assume that the design problem has already been discretized. Let ny and np be the
Lnumbcr of flow variables U/ and design variables D, respectively. (In the duct flow modelj
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rproblcm, the flow variables are the velocities, and the design variables are the spline coefﬁcicnt;l
describing the geometry.) Then we seek to solve

minimize F (D) ,
D e R (4)
subject to C(D) >0,

where F(D) is the objective function and C(D) is a vector of mp constraint functions. In the
black-box method, each evaluation of F(D) requires a solution by the analysis code.

For simplicity, the unconstrained version of (4) is considered below. However, the results
apply to the constrained problem as well.

As in our model problem, the function F will often be formulated in terms of the flow
variables U/. In this situation, F is dependent on the design variables D in an indirect manner.
That is, the flow variables U are linked to the design variables D via the discretization of the
differential equations, since the flow variables will change when the geometry is altered. In the
general case, F' will have both a direct dependence on D and an indirect dependence on D, due to
the dependence of U on D. Thus, one could consider the objective function to be F(U(D), D).
The term U(D) indicates that, given D, the value of U is obtained by solving an analysis problem.

Assume that the analysis problem has been discretized (as in Section 3.2) so that an analysis
consists of solving a system of nonlinear equations. In this case function evaluations for the
black-box method are computed as follows. Given a design specified by D, the analysis code
solves W(U) = 0, where U is the vector of ny; flow variables and W is a vector of ny nonlinear
equations. Since the analysis problem is an implicit function of D it can be viewed as solving

W(U,D) =0 (5)

for U, given a design specified by D. When gradients are obtained by finite differences, each
component of D is successively perturbed, and (5) is re-solved to get a perturbed value of U.

We now review how gradients can be obtained without recourse to finite differences. Suppose
that U and D are considered as subsets of the ny + np vector X given by

X=( U |D); (6)

the Jacobian (first-derivative) matrix of (5) is then

J= JU | JD 3 (7)
|

where J is ny x (ny + np), Jy is the ny x ny Jacobian with respect to the flow variables and
Jp is the ny x np Jacobian with respect to the design variables. (The partitioned view of the
Jacobian implies ny > np; this will usually be the case.) Note that Jy is sometimes available
in analysis codes, especially those based on Newton’s method and variants. Jp may, or may
not, be easily obtainable. (The availability of Ji; and Jp in computational aerodynamics codes
is discussed in [7].)
Consider the function F(U, D), where F is the same as the black-box method objective
function F, except that I/ and D are considered to be independent of each other. The function
I_I:"(U, D) is then equivalent to the black-box method objective function F° (U(D), D) only wher_ml
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I—(S) is satisfied. The gradients V D]:“(X ) and Vy F(X ) are ordinarily “easy” to obtain becaus;l
of the assumed independence.

However, the optimization code requires VpF, the gradient of the black-box objective
function F with respect to the design variables D. As shown in [4], this gradient is given by

VpF(X)=VpF(X)-JhizT vy F(X) . (8)

Here, superscript T indicates transpose. The derivadon of (8) assumes that we are at a solution
of (5).
The following algorithm could be used for computing V p F using (8):

i. Compute VyF and VpF
ii. Solve JJA = —VyF for A
iii. Compute VpF = VpF + JTA.

Note that the minus sign is associated with the second step of the algorithm to facilitate
comparison with the variational approach later. Note also that, if it is difficult to solve linear
systems with the matrix Jg, the linear algebra in (8) can be rearranged as (JJIJD)TVUF'(X),
requiring np solves with Jy;. Observe that J;; 1Jp is the matrix of “sensitivities” of the solution
U with respect to the design variables D. ,

We now apply this algorithm to the model problem and give a complete specification of one
evaluation of a gradient during the optimization.

Implicit gradient algorithm for model problem:

1. Given the current estimate of the design variables D,,, solve the discrete analysis problem (3).
. Compute VyF = U — U and VpF = 0.
3. Given the Jacobian Jy of the discretized flow equations with respect to the flow variables U,
evaluated at the solution, solve JJA = —(U — U) for A
4. Given the Jacobian Jp of the discretized flow equations with respect to the design variables
D, evaluated at the solution, compute the gradient VpF = JgA

"~ 4.2 Variational Approach

In the variational approach, we deal first with the “Continuous Design Problem,” and use
calculus to derive an infinite dimensional “gradient.” We then discretize the problem. Since it
1s somewhat cumbersome to present the methodology for a general case, we specialize to the
model problem immediately.

For technical reasons that will become apparent later, it is desirable to augment the governing
differential equation (1) with an artificial viscosity term eug, giving

w(u,d) = —euge + fe + g(u,d) = 0. (9)
Here, d(¢) is a function that controls A¢/A.

Recalling that h(u) = 1(u(€) — (€))%, the Lagrangian is

1 1
] L= /0 h(u)de + /0 ME)w(u, d)de,
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End A(€) is an adjoint function that is the continuous analogue of Lagrange multipliers. Applying_]
the calculus of variations, and doing the usual integration-by-parts, we find that the variation of
the Lagrangian is

6L = [—e(Abug — Aebu) + 6(Af))}

1 1
+/ (—edee — fure + guA + hy)bud + / Awg(6d)d¢.
0 0
(Note wy = g4.) The second term can be made to vanish by requiring that the adjoint equation
—C/\ff - fu/\f + gu)‘ = —hu (10)

be satisfied. In (10), fu,gu, and h, are given functions of £, since they are evaluated at u(¢),
the solution of (9). The integrated term | ](1] vanishes since §u(0) = éu(1l) = 0 and we choose
A(0) = A(1) = 0 as the boundary conditions on the adjoint A. Then, the “gradient” of the
continuous design problem with respect to changes in the controlling function d is expressed by
the variational formula

5 = /1 Mwg(6d)de. (11)
0

We now need to discretize (9), (10), and (11). We assume that (9) is discretized by one of
the methods described in Section 3.2. Thus, the discretization of the analysis problem is assumed
here to be the same as for the implicit gradient approach. (In general, of course, this need not be
s0.) While those discretizations (the G-, EO, and AV-schemes) are designed to solve the inviscid
(¢ = 0) equation, they in fact all incorporate some kind of artificial viscous effects, either by
upwinding (G and EO) or by explicit artificial viscosity (AV). That is why we added the viscous
term in (9): so it would appear in equation (10), and thus guide us to reasonable discretizations
of the adjoint equation.

Let the computational grid be as described in Section 3.2, and A; be the approximation to A
on the grid. Noting that h, = u — 1, let us take the discretization of the (10) to be given by

BA = —(U -1),

where the difference operator B remains to be specified. Note that this equation is linear in A
since (10) is linear in A.

Finally, to discretize (11) we could use any reasonable quadrature formula. However, we
choose to use the rectangle rule, which gives for the k-th component of the gradient

J
(VoF)e = >_(W;)D,A;.
=1

Here, (W;)p, is the derivative of the j—th discrete flow equation with respect to the k—th design
variable. In matrix notation, this is none other than

VpF = JRA,

so we have again deliberately chosen the discretization to agree with Step 4 of the implicit
dient algorithm.
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I— Gathering these pieces together, a complete specification of one evaluation of a gradient in_]
an optimization procedure is given below.

Variational algorithm for model problem:

1. Given the current estimate of the design variables D,,, solve the discrete analysis problem 3)

2. Compute Vi = U — U and VpF = 0.

3. Solve the discrete adjoint equation BA = —(U — ) for A

4. Given the Jacobian Jp of the discretized flow equations with respect to the design variables
D, evaluated at the solution, compute the gradient VpF = JEA

As we have constructed this algorithm, it differs from the implicit gradient algorithm only
in step 3. The two procedures are identical if we choose B = Jg , the transpose of the Jacobian
of the analysis problem, evaluated at a solution of the analysis problem. Looked at another
way, a particular choice of a discretization of the analysis problem, and the associated Jacobian
Juy. suggests a specific choice of the discretization B of the adjoint problem, namely B = Jg .
Pursuing this idea, let (Jy)g,(Ju)Eo, and (Jy)av denote the Jacobians associated with the G,
EO, and AV schemes for the analysis problem, respectively. Then three possible discretizations
of the adjoint are given by B = (Jy)5,B = (Ju)%o, and B = (Jy)%,,. We note that two of
these, (Ju)g and (JU)EO, do not correspond to obvious discretizations of the adjoint equation
(10). This is largely due to the careful treatment of “sonic points” (points where f, = 0) and
shocks in the G and EO schemes.

. Let us call the discretizations of the forward and adjoint problems incompatible if B # Jg .
This means that the discrete analysis problem and the discrete adjoint problem are not discretely
adjoint. Tt is precisely the effect of such incompatibility that we want to test. Thus, to carry out
such tests we may solve the forward problem with (say) the G-scheme, but choose the adjoint
discretization to be B = (JU)EO. Such comparisons will be pursued in the Numerical Results
section, below. There, we will use the notation [G, (Jy )L, to refer to such a combination.

We may also look at (10) directly and ask “what is a good way to discretize this differential
equation?” It turns out that, for our model and test cases, f, changes sign once, and g, > 0.
For small ¢, (10) is thus a singular perturbation, two-point boundary value problem with a
turning-point. A good numerical method for such problems is the El-Mistakawy—Werle scheme;
a complete specification of this scheme, and an analysis which applies directly to the cases tested
below, is given in [1]. That analysis shows that, for our test cases, the adjoint function A s
“smooth” in the interior of the domain and has boundary layers at both ends. We will refer
to this scheme for solving (10) as the EMW scheme. (In the results presented later, we took
¢ = 105 and used linear interpolation to move between the “point-centered” grid natural to the
EMW scheme and the “cell-centered” grid used in the analysis solvers.)

4.3 What is the “correct” gradient?

When we use the variational formulation described above, and we choose B to be anything
other than Jg; , we will obtain a gradient different from the one obtained by the implicit gradient
approach. This raises the issue of which gradient is “correct.” There are two different philosophical
points of view. The first holds that, since we are really computing an approximation to the
continuous design problem, both gradients represent different approximations to the “continuous
gradient,” and hence neither is correct. The second holds that, irrespective of the continuous
problem, our goal in computation is to solve the discrete design problem. We are more inclined

Lto adopt the second point of view. Thus, we feel that (modulo finite precision arithmetic) thﬂ
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Emplicit gradient is the correct one, and that the variational formulation only yields the correct-‘
gradient when the particular discretization of the adjoint represented by B = JLT is chosen.

5. NUMERICAL RESULTS

In this section we present numerical results obtained by solving the discrete design problem
for duct flow described in Section 3, utilizing gradients computed by the implicit gradient and
variational methods of Section 4. As constructed in Section 4, these methods differ only in step
three of the algorithms, and they are identical if in step three of the variational algorithm we
choose B = Jg;, the transpose of the Jacobian of the discrete analysis problem with respect to the
flow variables. The specific algorithm used below is thus specified by the choice of B. We will
first outline the optimization methods and test cases used. Then we will report on some tests using
controlled amounts of gradient error, and compare the implicit gradient and variational methods.

5.1 Optimization Methods

The basic optimization code used was NPSOL version 2.0, a product of the Systems
Optimization Laboratory, Stanford University. NPSOL is an implementation of the Sequential
Quadratic Programming (SQP) method. NPSOL 2.0 computes a secant approximation to the
Hessian (2nd derivative) matrix and the user supplies first derivatives. Results obtained with an
optimization method similar to steepest descent are not reported here, but may be found in [8].

5.2 Test Cases

For our tests, the design variables (called D in Section 4) were the B-spline coefficients
describing the duct geometry A(£). The two end values of A were fixed at A(0) = 1.050 and
A(1) = 1.745. Velocities along the duct were the flow variables (called U in Section 4) for the
duct design problem. We took J = 40 grid cells, so there were ny = 40 flow variables; this
gives resolution about equal to what might be expected in practical computations. The boundary
conditions were Uy = 1.299 and Uy = 0.506. In the optimization runs Newton’s method was
used to solve the analysis problem (3), and the analyses were “warm started." That is, the initial
guesses for the flow velocities were taken to be the solutions from the preceding analysis. The
initial velocity profile for the first analysis in an optimization run was a linear profile connecting
the boundary conditions. The goal velocities U; were the evaluations on the computational grid
of the analytic solution for a goal duct shape with a cross-sectional area given by a sinusoidal
perturbation of the linear duct. These area and velocity profiles are the curves marked (X) in
Figure 1. No constraints were imposed in these tests. Without constraining the geomertry, it is
possible for the optimizer to generate designs that cannot be analyzed (the analysis problem has
no solution). In this case, we assign a large function value and return to the optimizer. The
optimizations were allowed a maximum of 70 major iterations, which is considerably more than
would be tolerable in practical use. (This corresponds, very roughly, to a maximum amount of
work equivalent to 1000 linear system solutions with the Jacobian of the analysis problem.)

The majority of the tests were conducted with np = 2 design variables. For these tests, three
initial guesses for the design variables were selected. These three guesses yield solutions of the
analysis problem shown in Figure 1. A contour plot showing the dependence of the objective
function on the design variables is displayed in Figure 2. (This plot is for the AV-scheme; the
plots for the other schemes are similar.) Also shown are the locations of the optimum and of
the three initial guesses of D. The contour plot shows a narrow valley with steep sides and Eil
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[;elatively flat bottom. Descending the steep sides corresponds (roughly) to getting the shock in~|
the correct location; this has the largest impact on reducing the objective function and is relatively
easy for the optimizer. Moving along the valley bottom corresponds to getting the other details
of the velocity profile right. This is much harder to do. Thus guess 1 corresponds to a relatively
difficult problem, while guesses 2 and 3 correspond to problems that are somewhat easier.

5.3 Controlled gradient error tests.

Since we cannot directly control the gradient errors that are obtained when using incompatible
discretizations of the forward and adjoint problems, we first conducted some controlled gradient
error tests. In these tests we first obtained the correct gradient using the implicit gradient method,
and then added controlled amounts of random error to the gradient. The quantitative results
are given in [8]. We were surprised to find that the optimizations began to fail at fairly small
amounts (a few percent) of gradient error.

The trust region methods for step size determination in optimization used in [3] apparently
worked with a much higher level of relative error in the gradients. However, we found that trust
region methods were not much better then line search methods (like in NPSOL) when applied to
our model, which is apparently a “harder” problem than many standard optimization test cases.

5.4 Tests comparing the implicit gradient and variational approaches

We now proceed to compare results obtained with the implicit gradient and variational
approaches.

The optimizations were run with the twelve combinations of analysis and adjoint solvers
shown in Table 1. The discretizations of the analysis problem indicated by G, EO, and AV
correspond to the Godunov, Engquist-Osher, and Artificial Viscosity schemes (described in Section
3.2), respectively. The discretizations of the adjoint problem are as described at the end of
Section 4.2. Here, the notation B = (Jy )g means, for example, that the discretization of the
adjoint differential equation in step 3 of the Variational Algorithm is given by the transpose
of the Jacobian of the analysis problem when the Godunov scheme is used. The particular
combinations [G, (Jy)Z], [EO, (Ju)Eo), and [AV, (Jy)%y,] mean that the forward and adjoint
solvers are discretely adjoint, and thus that the implicit gradient method is being used. In all
other cases, the analysis and adjoint solvers are incompatible (not discretely adjoint).

The qualitative results of Table 1 show that the only reliable combinations of forward and
adjoint solvers are those corresponding to the implicit gradient method. There does not seem to
be any other discernible pattern in the results. An examination of more quantitative data, like
final value of the objective function and specific amounts of work used, also yield little additional
useful information. An examination of the gradients obtained by the variational method (not
discretely adjoint) shows that the relative error compared to the correct (implicit) gradient is often
more than a few percent, and that the gradients are in error both in direction and magnitude [8].

We carried out many of the same tests with an optimizer more like steepest descent, and also
with the objective function “smoothed” by a method suggested by Jameson [5]. Such smoothing
should reduce the impact of getting the shock location correct on the objective functon. (It
broadens the valley of Figure 2.) The necessary modifications to the variational approach are
described in [8]. Again, we were unable to discern any pattern in the results: sometimes the
modifications helped, sometimes they hurt. _l
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l— Additional test were carried out with np = 10 design variables, and the same conclusion wa;l
reached: the only reliable combinations of forward and adjoint solvers correspond to the implicit
gradient method. That is, the forward and adjoint solvers should be discretely adjoint.

6. CONCLUSIONS

We have shown that two seemingly quite dissimilar approaches to design optimization can,
under certain circumstances, be very closely related or even identical. The two approaches, the
implicit gradient method and the variational method, both result in gradient calculations that are
significantly cheaper than generating gradients by finite differences. The methods differ from
each other (essentially) in that the order of discretizing the continuous problem, and of applying
calculus, is interchanged. In the implicit gradient approach, the continuous problem is discretized
first, and a formula for gradients needed in the optimization is derived by applying the implicit
function theorem. In the variational method, calculus is applied first, and one then needs to solve
two differential equation problems: the analysis (or forward) problem, and the adjoint problem. If
the analysis problem is discretized the same way as for the implicit gradient approach, and if the
adjoint is discretized by a method that corresponds to the transpose of the Jacobian of the forward
discretization, then the methods are (modulo some details) the same. If the adjoint discretization
is taken to be anything else, then the two methods generate different gradients and the variational
method gradients are “in error.” In our tests using a model for transonic duct flow, the gradient
errors were generally small, but were nevertheless sufficient to cause the optimizations to slow
down significantly or to fail altogether. For our model problem and optimization method, the
only reliable combination of forward and adjoint discretizations is the one corresponding to the
implicit gradient method.
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Figure 1: Area function A and corresponding velocity function I/ for Guesses 1, 2, 3, and optimal solution (X).
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igure 2: Contour plot of the objective function (for the AV-scheme) showing locations of Guesses 1, 2, 3, and the
optimum. The two axes represent the two design variables (B-spline coefficients) describing the area function A J
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l— .. Adjoint Discretization
Optimizer= r 5
NPSOL _ T = = =
I B=Ula| Jolfo | Ul | EMW
+ - - 0
G + - - -
+ + + 0
Analysis - + - 0
Discret- EO - + 0 0
ization 0 + 0 0
0 + + -
AV - + + 0
- 0 + 0

Table 1: Results obtained using NPSOL as the optimizer, for various combinations of forward and adjoint solvers. In
each cell, the three entries correspond to initial guesses 1, 2, and 3 for the design variables. The designation (+) means
that the oplimization converged to the correct solution. The designation (0) means that the optimization got “close,”
but did not converge. The designation (-) means that the optimization did not succeed in getting close to the solution.
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ABSTRACT

Thrust vectoring is continuing to become an important issue in future military aircraft
system designs. A recently developed concept of vectoring aircraft thrust makes use of flexible
exhaust nozzles. Subtle modifications in the nozzle wall contours produce a non-uniform flow
field containing a complex pattern of shock and expansion waves. The end result, due to the
asymmetric velocity and pressure distributions, is vectored thrust. Specification of the nozzle
contours required for a desired thrust vector angle (an inverse design problem) has been achieved
with genetic algorithms. However, this approach is computationally intensive preventing nozzles
from being designed in real-time which is necessary for an operational aircraft system. An
investigation was conducted into using genetic algorithms to train a neural network in an attempt
to obtain, in real-time, two-dimensional nozzle contours. Results show that genetic algorithm
trained neural networks provide a viable, real-time alternative for designing thrust vectoring
nozzles contours. Thrust vector angles up to 20° were obtained within an average error of
0.0914°. The error surfaces encountered were highly degenerate and thus the robustness of
genetic algorithms was well suited for minimizing global errors.

INTRODUCTION

Future military aircraft will rely heavily on two- and three-dimensional thrust vectoring
engines to boost their maneuverability and provide enhanced performance spanning their large
operating envelopes. Current new technology engines use post-exit vanes or large moveable
surfaces to redirect engine exhaust to yield the desired thrust vectoring. Although this method
has proven to be effective, penalties must be paid. For example, most thrust vectoring devices
are heavy, primarily due to structural requirements involving the impinging exhaust flow. The
devices must also be designed to withstand the extreme temperatures of the engine exhaust gases
impinging on them. Control of the vectoring apparatus is complex and adds even more weight to
the aircraft. Furthermore, the installation of typical thrust vectoring devices tend to mandate
large clearance gaps to allow surface movement and there is little opportunity for aerodynamic
fairing. These and other factors can combine to yield higher overall drag forces on the aircraft.

A novel concept of vectoring engine thrust which addresses these concerns has been
developed and shown to be viable [1). The concept makes use of flexible nozzles where engine
exhaust gases are turned not by some post-exit apparatus, but by subtle changes in the contour of
the nozzle walls. The contour modifications produce a complex shock and expansion wave
pattern in the nozzle flow field and the end result is vectored engine thrust. Through judicious
tailoring of the nozzle contour, a large range of thrust vector angles may be achieved.
Theoretical pitch vectoring of +20° has already been demonstrated with this concept. Full three-
dimensional vectoring (pitch, yaw, and roll) is currently being investigated and could possibly
eliminate the need for any tail control surfaces on future aircraft. This would result in a
tremendous savings in weight and drag as well as a significant reduction in radar cross-section.
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This novel approach to thrust vectoring is based entirely on modifying the contour of the
exhaust nozzle. In order for the technique to be useful in an operational aircraft system, the
nozzle contour must be alterable in real-time. Structural concerns aside, the challenge is to
specify, on demand, a nozzle contour for a pilot-requested thrust vector angle. This suggests that
modification of the nozzle contour would be tied to the flight control system of the aircraft.
What is necessary for the success of such a thrust vectoring system is the real-time solution of an
inverse design problem. Simply stated, for a requested thrust vector angle, what would be the
required nozzle contour?

Existing Jacobian-based methods for solving an inverse problem of this type are fraught
with numerical difficulties and usually require an intense computational effort. A non-Jacobian
based method like genetic algorithms can be used to compute the required nozzle contour for a
requested thrust vector angle as was proven in a recent study by King, et al. [2]. However, the
specification of the nozzle contours still could not be accomplished in real-time using genetic
algorithms due to the computational requirements. Genetic algorithms, although they can
routinely solve the inverse nozzle design problem (a definite advantage over many Jacobian based
methods), still require numerous flow field evaluations to do so.

The hypothesis of the work presented here was that the inverse design problem could be
solved in real-time if a non-Jacobian based method (genetic algorithms) was coupled with a
neural network. Neural networks are biologically inspired computing systems with the
phenomenal ability to grasp topological invariances that underlie inverse transformations. Thus, a
neural network has the potential to be trained by a genetic algorithm and then, after sufficient
training, would be able to solve the inverse nozzle design problem in real-time. It is important to
note that there is no intention to dismiss Jacobian methods; in fact the coupling of a Jacobian
method with a neural network to design nozzles is currently under investigation by the authors.
In this paper, however, it is demonstrated that by using genetic aigorithms, neural networks can
be designed to provide an alternative with remarkable dexterity and computational ease for the
real-time specification of thrust vectoring exhaust nozzles.

GENETIC ALGORITHM OVERVIEW

Genetic algorithms are increasing in popularity as a search and optimization technique but
are still unknown to a large portion of the scientific community. Thus a brief description is in
order. Genetic algorithms (GAs) are search algorithms based on the mechanics of genetics; they
use operations found in natural genetics to guide their trek through a search space. Their main
strength lies in their ability to perform efficiently across a broad spectrum of search problems
including problems that are large, noisy, and poorly behaved. Two empirical investigations in the
early 1970's demonstrated the technique's efficiency in function optimization [3, 4]. Subsequent
application of GA's to the search problems of pipeline engineering, VLSI (very large scale
integration) microchip layout, structural optimization, job-shop scheduling, medical image
processing, propulsion system component design, and machine learning adds considerable evidence
to the claim that GAs are broadly based and robust.

GAs consider many points in a search space simultaneously and therefore have a reduced
chance of converging to a local optimum. In most conventional search techniques a single point
is considered based on some decision rule. These methods can be dangerous in multi-modal
(many peaked) search spaces because they can converge to local optima. However, GAs generate
entire populations of points, test each point independently, and then combine qualities from
existing points to form a new population containing improved points. Aside from conducting a
more global search, the GA’s simultaneous consideration of many points makes it highly adaptable
to parallel processors since the evaluation of each point is an independent process.

GAs require the natural parameter set of the problem to be coded as a finite length string
of characters. This is actually true of all operations performed on a computer at the machine
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level, however the GA requires this coding on the local level. The user must represent possible
solutions to the search problem as character strings. This may at first seem like an imposing task
but there have been a number of techniques developed for coding solutions to search problems
[5]. Since GAs work directly with a coding of the parameter set and not the parameters
themselves, they are difficult to fool because they are not dependent upon continuity of the
parameter space. A GA only requires information concerning the quality of the solution
produced by each parameter set (objective function values). This differs from many optimization
methods which require derivative information or, worse yet, complete knowledge of the problem
structure and parameters. Since GAs do not require such problem-specific information they are
more flexible than most search methods.

Lastly, GAs differ from a number of search techniques in that they use random choice to
guide their search. Although chance is used to define their decision rules, GAs are by no means
“random walks” through the search space. They use random choice efficiently in their
exploitation of prior knowledge to rapidly locate optimal solutions.

NEUROMORPHIC APPROACHES TO INVERSE PROBLEMS

Before presenting the results of the neural network designed thrust vectoring nozzles, it is
necessary to discuss the justification for solving an inverse problem using a non-Jacobian, genetic
algorithm trained neural network approach. Of fundamental importance in solving inverse
problems is the classic Stone-Weierstrass theorem [6, 7). Using the Stone-Weierstrass theorem it
can be shown that under certain conditions non-linear operators, such as the one encountered in
fluid flow problems, can be represented using the well known Volterra and Wiener series thereby
allowing computation of an approximate solution to the inverse problem. The impressive
theoretical works of Volterra, Wiener and Urysohn (see Ref. [6]) on the characterization and
approximation of non-linear operators find their full expression in neuromorphic approaches to
inverse probiem solving.

Let f and @ be Lebesgue integrable functions representing the spatio-temporal evolution of
nozzle geometry and temporal evolution of thrust vector angle, respectively. The complex cause-
effect structure that relates nozzle geometry and thrust vector angle can be written as

6 = T(f) (h

where T : E —» F is a mapping between appropriately defined Banach spaces E and F. The
inverse problem is to determine the map T-1: F - E such that

f=TX6) (2)

Except in certain cases of little practical interest, the precise nature of the operator T is
usually not known. Thus, to solve the inverse problem, we must first characterize the class of
Banach space operators to which T belongs. But, even when T is known to belong to a certain
class, T-! may not exist as a unique map resulting in an infinity of solutions to the inverse
problem. Therefore, we must approximate T-! using fairly nice operators that lie close to T in
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